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ABSTRACT

In this dissertation, to step forward towards green communication, we study power-

efficient solutions in three potential 5G wireless networks, namely an asynchronous multi-

carrier two-way Amplify-and-Forward (AF) relay network, a multi-carrier two-way Filter-

and-Forward (FF) network, and a massive Multiple Input Multiple Output (MIMO) net-

work using the Non-Orthogonal Multiple Access (NOMA) scheme. In the first network,

two transceivers using the Orthogonal Frequency Division Multiplexing (OFDM) scheme

communicate through multiple relays in an asynchronous manner. As an attempt to design

a simple solution, we assume the AF protocol at the relays. We jointly design the power al-

location and distributed beamforming coefficients to minimize the total transmission power

subject to sum-rate constraints. We propose an optimal semi-closed form solution to this

problem and we show that at the optimum, the end-to-end channel has only one non-zero

tap. To extend the first work to high data-rate scenarios, we consider a second relaying-based

network which consists of two OFDM-based transceivers and multiple FF relays. We pro-

pose two approaches to tackle a total transmission power minimization problem: a gradient

steepest descent-based technique, and a low-complexity method enforcing a frequency-flat

Channel Impulse Response (CIR) response at the optimum. As the last network, we con-

sider a massive MIMO-NOMA network with both co-located and distributed structures.

We study the joint problem of power allocation and user clustering to minimize the total

transmit power subject to QoS constraints. We propose a novel clustering algorithm which

groups the correlated users into the same cluster and has an unique ability to automatically

switch between using the spatial-domain-MIMO and the power-domain-NOMA. We show

that our proposed method can substantially improve the feasibility probability and power

consumption performance compared to existing methods.

Keywords: Asynchronous Two-Way Relay Networks; Filter-and-Forward Relaying;

Power Domain NOMA Massive MIMO; Channel Equalization; User Clustering

iii



DECLARATION

I, Sharareh Kiani, hereby declare that this thesis consists of original work of which I

have authored. This is a true copy of the thesis, including any required final revisions, as

accepted by my examiners

I authorize the University of Ontario Institute of Technology (Ontario Tech University)

to lend this thesis to other institutions or individuals for the purpose of scholarly research. I

further authorize University of Ontario Institute of Technology (Ontario Tech University) to

reproduce this thesis by photocopying or by other means, in total or in part, at the request

of other institutions or individuals for the purpose of scholarly research. I understand that

my thesis will be made electronically available to the public.

iv



ACKNOWLEDGEMENTS

First and foremost, praises and thanks to God, the Almighty, for His blessings bestowed

on me.

I would like to express my deep and sincere gratitude to my supervisors Prof. Shahram

ShahbazPanahi and Prof. Min Dong for giving me this great opportunity to carry out my

research under their supervision, and for providing me their continuous guidance, support,

patience, and immense knowledge. I would also like to thank Prof. Ali Grami for his

valuable guidance and insightful comments.

Last but not least, my heartfelt gratitude to my husband Adel for his patience and

wholehearted support, to my parents for their unconditional love, and to my friends for

comforting me through thick and thin. The completion of this work would not have been

possible without them.

v



STATEMENT OF CONTRIBUTIONS

Part of this dissertation described in Chapters 3 and 4 have been published as:

• [1] S. Kiani, S. Shahbazpanahi, M. Dong, G. Boudreau, “Power-optimal distributed

beamforming for multi-carrier asynchronous bidirectional relay networks,” IEEE Trans-

actions on Signal and Information Processing over Networks, 2020

• [2] S. Kiani, S. Shahbazpanahi, M. Dong, and G. Boudreau, “Distributed equal-

ization and power allocation for multi-carrier bidirectional filter-and-forward relay

networks,” 2020 IEEE International Conference on Acoustics, Speech and Signal Pro-

cessing (ICASSP), Barcelona, Spain, 2020

• [3] S. Kiani, S. Shahbazpanahi, M. Dong, and G. Boudreau, “Joint power allocation

and distributed beamforming design for multi-carrier Asynchronous two-way relay

networks,” 2019 IEEE 20th International Workshop on signal processing advances in

wireless communications (SPAWC), Cannes, France, 2019

I hereby certify that I am the sole author of this thesis and that no part of this thesis

has been published or submitted for publication. I have used standard referencing practices

to acknowledge ideas, research techniques, or other materials that belong to others. Fur-

thermore, I hereby certify that I am the sole source of the creative works and/or inventive

knowledge described in this thesis.

vi



Contents

Abstract iii

Table of Contents vii

List of Figures xi

List of Acronyms xiii

1 Introduction 2

1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Terms and Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2.1 Cooperative Relaying Communication . . . . . . . . . . . . . . . . . 4

1.2.2 Synchronous and Asynchronous Networks . . . . . . . . . . . . . . . 4

1.2.3 Two-Way versus One-Way Communication . . . . . . . . . . . . . . . 5

1.2.4 Distributed Beamforming . . . . . . . . . . . . . . . . . . . . . . . . 5

1.2.5 Relaying Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.2.6 Orthogonal Frequency Division Multiplexing . . . . . . . . . . . . . . 7

1.2.7 Massive Multi-Input Multi-Output Systems . . . . . . . . . . . . . . 7

1.2.8 Non-Orthogonal Multiple Access Scheme . . . . . . . . . . . . . . . . 8

1.3 Motivations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.4 Objective and Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.4.1 Objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.4.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.5 Summary of Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

vii



1.6 List of Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

1.7 Outline of Dissertation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

1.8 Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2 Literature Review 21

2.1 Two-Way Amplify-and-Forward Relaying . . . . . . . . . . . . . . . . . . . 21

2.1.1 Asynchronous TWR Networks . . . . . . . . . . . . . . . . . . . . . . 22

2.1.2 Total Transmit Power Minimization . . . . . . . . . . . . . . . . . . . 23

2.1.3 Related Work Connected to Chapter 3 . . . . . . . . . . . . . . . . . 24

2.2 Two-Way Filter-and-Forward Relaying . . . . . . . . . . . . . . . . . . . . 25

2.2.1 Filter-and-Forward Relaying Scheme . . . . . . . . . . . . . . . . . . 25

2.2.2 Related Work Connected to Chapter 4 . . . . . . . . . . . . . . . . . 28

2.3 NOMA-Aided Massive MIMO Networks . . . . . . . . . . . . . . . . . . . . 28

2.3.1 Power Allocation in Massive MIMO-NOMA Networks . . . . . . . . . 31

2.3.2 User Clustering in Massive MIMO-NOMA Networks . . . . . . . . . 32

2.3.3 Related Work Connected to Chapter 5 . . . . . . . . . . . . . . . . . 33

3 Power-Optimal Distributed Beamforming 35

3.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.1.1 Channel Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.1.2 Signal Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.2 Total Transmit Power Minimization . . . . . . . . . . . . . . . . . . . . . . 41

3.2.1 Power Allocation Problem . . . . . . . . . . . . . . . . . . . . . . . . 42

3.2.2 Distributed Beamforming Design . . . . . . . . . . . . . . . . . . . . 44

3.3 Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.4 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4 Joint Power Allocation and Distributed Equalization Design 60

4.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.1.1 Channel Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

viii



4.1.2 Signal Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.1.3 Total Transmit Power Expression . . . . . . . . . . . . . . . . . . . . 66

4.1.4 Sum-Rate Expressions . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.2 Optimization Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.2.1 Gradient Steepest Descent Based Method . . . . . . . . . . . . . . . 69

4.2.2 Frequency-Flat CIR Method . . . . . . . . . . . . . . . . . . . . . . . 70

4.2.3 Lower Bound . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.2.4 Complexity Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.3 Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4.4 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

5 Unsupervised User clustering and Power Allocation Design 89

5.1 System Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5.1.1 Clustering Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5.1.2 Channel Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5.1.3 Signal Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.1.4 Expressions for SINR and Total Transmit Power . . . . . . . . . . . . 94

5.1.5 Condition for Successful SIC Operation . . . . . . . . . . . . . . . . 94

5.2 Joint Design Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

5.2.1 Learning-Based User Clustering Approach . . . . . . . . . . . . . . . 97

5.2.2 Complexity Analysis of Proposed Clustering Algorithm . . . . . . . . 100

5.2.3 Beamforming Design . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

5.2.4 Power Allocation Problem . . . . . . . . . . . . . . . . . . . . . . . . 102

5.3 Case Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

5.3.1 Case 1: Co-located MIMO Scenario . . . . . . . . . . . . . . . . . . . 103

5.3.2 Correlated Rician Channel Model for C-MIMO: . . . . . . . . . . . . 103

5.3.3 Simulation Results for C-MIMO Case . . . . . . . . . . . . . . . . . . 105

5.3.4 Case 2: Distributed MIMO Scenario . . . . . . . . . . . . . . . . . . 108

5.3.5 Correlated Rician Channel Model for D-MIMO: . . . . . . . . . . . . 109

ix



5.3.6 Simulation Results for D-MIMO Case . . . . . . . . . . . . . . . . . . 110

6 Conclusions and Future Work 113

6.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

6.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

A Appendices in Chapter 3 131

A.1 Derivation of the discrete-time channel model . . . . . . . . . . . . . . . . . 131

A.2 Derivation of (3.20) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

A.3 Derivation of (3.21) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

A.4 Proof of Lemma 3.2.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

B Appendices in Chapter 4 136

B.1 Derivation of (4.29) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

B.2 Finding matrix Cn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

B.3 Derivations of (4.53) and (4.55) . . . . . . . . . . . . . . . . . . . . . . . . . 140

B.4 Proof of the Existence of Unique Positive solution to (4.53) . . . . . . . . . 141

B.5 Proof of Lemma 4.2.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

C Appendices in Chapter 5 144

C.1 Derivation of (5.2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

C.2 Derivation of SINR Expression in (5.5) . . . . . . . . . . . . . . . . . . . . . 145

C.3 Derivation of (5.10) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

x



List of Figures

3.1 System Block Diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.2 Block diagram of the OFDM-based transceiver TRm, m = 1, 2. . . . . . . . . 40

3.3 The power consumption performance using N = 1024. . . . . . . . . . . . . 54

3.4 The effect of using different number of relay nodes on power consumption . . 55

3.5 A comparison between the number of available relays and the averaged num-

ber of active relays versus the sum-rate thresholds. . . . . . . . . . . . . . . 56

3.6 Percentage of the scenarios where the n-th channel tap is selected at r1 =

r2 = 1100 bits. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.7 Average rate loss for different values of system bandwidth versus (r1 + r2)/N

for N = 128. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.1 Illustration of the OFDM-based two-way FF relaying network with frequency-

selective channels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.2 Power consumption performance versus the required sum-rates with R = 10,

Lds = 3, L = 46, Lw = 5, N = 1024, and Lcp = 12. . . . . . . . . . . . . . . . 83

4.3 The effects of the relays’ FIR filter order, Lw, on power consumption perfor-

mance for Lds = 3, R = 10, N = 1024, and r1

N
= r2

N
= 1 or 4 (bits/s/Hz) for

the frequency-flat CIR solution and r1

N+Lcp
= r2

N+Lcp
= 1 or 4 (bits/s/Hz) for

the gradient steepest descent solution. . . . . . . . . . . . . . . . . . . . . . 86

4.4 The effects of the number of the relays, R, on power consumption performance

with Lds = 3, L = 46, Lw = 5, N = 1024, and r1

N
= r2

N
= 1 (bits/s/Hz) for

the frequency-flat CIR solution and r1

N+Lcp
= r2

N+Lcp
= 1 (bits/s/Hz) for the

gradient steepest descent solution. . . . . . . . . . . . . . . . . . . . . . . . . 86

xi



4.5 The average minimum total transmit power versus the number of taps in the

frequency-selective channels, when R = 10, Lw = 5, N = 1024, and r1

N
= r2

N
=

1 (bits/s/Hz), for the frequency-flat CIR solution and r1

N+Lcp
= r2

N+Lcp
= 1

(bits/s/Hz) for the gradient steepest descent solution. . . . . . . . . . . . . 88

5.1 A co-located massive MIMO-NOMA setup where Kt single-antenna UEs are

grouped into R = 4 clusters and M transmitting antennas are located at one

BS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

5.2 A distributed massive MIMO-NOMA setup where M single-antenna APs are

serving Kt single-antennas UEs which are grouped into R = 2 clusters. . . . 90

5.3 Illustration of C-MIMO Scenario. . . . . . . . . . . . . . . . . . . . . . . . . 103

5.4 Average number of clusters versus number of antennas for Kt = 16, runs=

100, and 20 user drops. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

5.5 Comparison of probability of having feasible solution versus number of an-

tennas for γk = 5 dB, Kt = 16, runs= 100, and 20 user drops are used. . . . 107

5.6 Total transmit power versus number of antennas in C-MIMO systems for

γk = 5 dB, Kt = 16, runs= 100, and 20 user drops. . . . . . . . . . . . . . . 108

5.7 Average number of iterations versus number of antennas in C-MIMO systems.109

5.8 Average number of clusters versus number of APs for D-MIMO scenarios

with γk = 5 dB, and Kt = 10. . . . . . . . . . . . . . . . . . . . . . . . . . . 110

5.9 Probability of feasible solution versus the number of APs in D-MIMO systems

for γk = 5 dB, and Kt = 10. . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

5.10 Total transmit power versus number of APs in D-MIMO systems for γk = 5

dB, and Kt = 10. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

xii



Acronyms

CPU Central Processing Unit

AP Access Point

BS Base Station

MIMO Multiple Input Multiple Output

SNR Signal-to-Noise Ratio

SINR Signal-to-Interference-plus-Noise Ratio

ISI Inter-Symbol-Interference

AF Amplify-and-Forward

FF Filter-and-Forward

DF Decode-and-Forward

CF Compress-and-Forward

CP Cyclic Prefix

OFDM Orthogonal Frequency Division Multiplexing

QoS Quality of Service

FIR Finite Impulse Response

IIR Infinite Impulse Response

CIR Channel Impulse Response

CSI Channel State Information

NOMA Non-Orthogonal Multiple Access

OMA Orthogonal Multiple Access

LTE Long Term Evolution

TDD Time Division Duplexing

xiii



FDD Frequency Division Duplexing

SIC Successive Interference Cancellation

TWR Two-Way Relay

MABC Multiple-Access-Broadcast

SOCP Second Order Cone Programming

ZF Zero-Forcing

MRT Maximum Ratio Transmission

LoS Line-of-Sight

NLoS Non-Line-of-Sight

OP optimization Problem

DFT Discrete Fourier Transform

IDFT Inverse Discrete Fourier Transform

5G Next Generation

1



Chapter 1

Introduction

1.1 Overview

Over the past decade, engineers and researchers have forged a common consensus about the

possible requirements for the Next Generation (5G) of cellular systems. As compared to

the previous generations, 5G networks are required to support much higher data rates for

applications such as high-definition video streaming, to provide massive connectivity espe-

cially for applications of machine-to-machine communication, and to promote more energy

and power-efficient schemes [4]. These 5G de facto requirements for seamless connectivity

and user experience call for enabling technologies that are able to evolve according to the

ever-growing demands. Among the major technologies proposed to fulfill 5G requirements,

cooperative relaying communication, massive Multiple Input Multiple Output (MIMO) tech-

nology, and Non-Orthogonal Multiple Access (NOMA) scheme are the techniques that are

considered in this study.

Cooperative relaying has garnered considerable supports in the literature to enhance

the energy efficiency, extend the network coverage, and obtain spatial diversity. The main

idea is to form a virtual distributed multi-antenna system by utilizing multiple relay nodes to

assist the communication between terminals. The relay nodes can collectively process their

received signals and retransmit the processed signals to the destination(s). Of particular

interest is two-way relaying, also known as bidirectional relaying, which provides higher

spectral efficiency than one-way relaying. A common protocol for two-way relaying is a

multiple-access-broadcast method in which all user pairs simultaneously send their signals

2



to the relay nodes in the multiple access phase, and then in the broadcast phase, the relays

broadcast the processed version of their received signals toward the user pairs.

Massive MIMO technology is another important pillar of massive connectivity in 5G

networks which enables high spectral efficiency as well as high spatial resolution for user

multiplexing [4–6]. In massive MIMO networks, the number of antennas at the Base Station

(BS) must be much larger than the number of users which are being served simultaneously.

This massive number of antennas can be arranged in a co-located or distributed fashion

in the network. The former architecture, the co-located massive MIMO, includes a single

BS equipped with a large antenna array, whereas the latter setup, the distributed massive

MIMO, consists of multiple distributed single-antenna Access Point (AP) nodes which are

connected through a coordinating Central Processing Unit (CPU). Note that due to the

diversity gain against the shadow fading, the distributed structure can potentially provide

much better performance than the co-located setup [7–9].

Conventional wireless networks have been using Orthogonal Multiple Access (OMA)

schemes to serve users by assigning an exclusive orthogonal resource block to each user

in order to avoid inter-user interference. Although OMA can be implemented with sim-

ple receiver designs for a reasonable multiplexing gain, theoretically, it is an inadequate

technique when there exists some interference or correlations among multiple users. More

recently, the NOMA technology has been proposed which allocates non-orthogonal resources

to control interferences. NOMA is considered as a spectrally efficient technique that reduces

transmission latency and supports massive connectivity [10–12].

In this dissertation, to comply with the 5G requirements, we aim to design power-

efficient solutions satisfying certain quality of service constraints on data rates or signal-to-

interference-plus-noise ratios. In particular, we consider three scenarios in which the state-

of-the-art 5G technologies are utilized to ensure seamless connectivity and high data-rate

communication between users, while the transmission power is kept as minimum as possible.

In the first two scenarios, we integrate a distributed cooperative relaying technology with

an Orthogonal Frequency Division Multiplexing (OFDM) scheme in a form of two-way re-

laying networks, for which we design power-efficient solutions to fulfill 5G requirements. We

envision a distributed relay-assisted Device-to-Device (D2D) communication setup where a

3



large number of relays can be deployed to enhance the spectral/energy efficiency. Note that

such setups are not supported by the current Long Term Evolution (LTE) 4G networks.

Lastly, in the third scenario, we consider a combination of the massive MIMO and NOMA

technologies in a highly correlated environment. We design a power-efficient solution for

both co-located and distributed massive MIMO networks.

In the remainder of this chapter, we first briefly overview the important technical

terms which are frequently used in the forthcoming chapters. Afterward, we introduce our

underlying motivations in conducting the presented research. We then present our objectives

and research methodology that have been employed in our work. Finally, a summary of

contributions and a list of publications are provided.

1.2 Terms and Definitions

1.2.1 Cooperative Relaying Communication

Cooperative relaying communication is defined as a class of techniques in which some nodes,

commonly known as the relay nodes, have the ability to assist the communication between

other nodes by performing different signal processing techniques on the received information

and forward the processed signal to the desired receiver. Employing the relaying nodes in a

distributed manner, cooperative relaying systems can increase the link reliability, spectral

efficiency, transmission range, and capacity. Such techniques have been extensively studied

in the literature and even implemented in 4G Long Term Evolution (LTE)-Advanced stan-

dard, where the low-power base stations assist the communication link between multiple

users in a cooperative manner.

1.2.2 Synchronous and Asynchronous Networks

In the context of the cooperative relaying communication, a synchronous network is a

network in which the symbol transmitted by each transceiver is received simultaneously

at all relays, and also the signals transmitted by different relays arrive at the transceivers

at the same time. To have a synchronous propagation environment, the delay spread, the
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difference between the smallest propagation delay and the largest propagation delay, must

be smaller than the transmitted symbol period length. In contrast, if the delay spread is

larger than the symbol period length, then the network is called an asynchronous network.

Due to the asynchronous nature of such networks, the transmitted symbols can interfere

with each other causing Inter-Symbol-Interference (ISI). At high data rate regimes, the

networks are often asynchronous, and thus, ISI cancellation techniques must be employed.

1.2.3 Two-Way versus One-Way Communication

Consider a communication link between two transceivers which are able to send or receive

information. This communication link is called one-way (also known as unidirectional) link,

if the communication occurs from the transmitter (source) node to the receiver (destination)

node. That is, the signal can only be transmitted in one direction. In contrast, in two-way

links (also known as bidirectional), both of the transceivers can mutually send and receive

the information in both directions. Notice that the transceiver nodes establishing a two-way

communication can have the either half-duplex or full-duplex capability. In this study, we

consider relay networks consisting of two transceivers and multiple relays, where all the

nodes are half-duplex.

1.2.4 Distributed Beamforming

Relaying networks have been exploited to increase the coverage and enhance data rates. In

the multi-relay networks, the process of designing the relay weights is called beamforming

(also called precoding). The beamforming process at the relays enables the network to

fully exploit its potentials. Depending on design criteria, the beamforming optimization

problem can be formulated by different optimization problems such as power minimization,

rate maximization, or Signal-to-Interference-plus-Noise Ratio (SINR) maximization. The

term distributed beamforming refers to any technique whereby multiple transmitting nodes

cooperate with each other in order to improve the quality of the communication link at the

receiver nodes. However, it should be pointed out that the improvement of energy efficiency

comes at the price of the synchronization process needed between the cooperative nodes.
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1.2.5 Relaying Protocols

There are several relaying protocols that define the function of any relay node in a relaying

network. The most common of which are Amplify-and-Forward (AF), Decode-and-Forward

(DF), Compress-and-Forward (CF), and Filter-and-Forward (FF) protocols. The simplest

relaying protocol is the AF strategy whereby the received signal is amplified and transmitted

towards the destination(s). The AF relaying protocol is of particular interest due to its

simplicity, lower computational complexity, and lower implementation cost in comparison

with other relaying methods [13–17]. However, it is well-known that AF relaying is not

efficient in ISI-prone environments such as the frequency-selective channels. In our first

work explained in Chapter 2, we consider the AF protocol at relay nodes.

The next common relaying protocols are DF and CF protocols. In the DF protocol, the

relay first decodes the acquired signal, and then forwards the re-encoded message towards the

destination. In the CF protocol, on the other hand, the relay first compresses the received

message and then transmits the compressed version of the signal to the destination. The

processing of the DF protocol is executed as a hard decision, and as a result, the achievable

rates undergo some losses. Therefore, in some cases, the soft forwarded signal resulted from

the CF-based relays is more desirable than the one from the DF-based relays. As compared

to the AF protocol, both the DF and CF protocols come at much higher complexity cost,

almost as high as a base station. Consequently, there is always a trade-off between the

performance enhancement and the complexity cost when it comes to choosing either of

these protocols.

For single-carrier transmissions, an Filter-and-Forward (FF) strategy has recently pro-

posed in [18–21]. In this protocol, the received signal at the relay is directly filtered by

a Finite Impulse Response (FIR) filter, and then the filtered signal is forwarded to the

destination. While the FF protocol can be considered as an extension of the AF scheme,

it can achieve much higher performance as compared to the AF protocol, and a lower

computational complexity as compared to both DF or CF protocols. Furthermore, in the

frequency-selective channels, the implementation of the FF protocol at the relay(s) provides

a channel equalization approach to combat the ISI at the transceivers [20, 21].
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1.2.6 Orthogonal Frequency Division Multiplexing

Multi-carrier modulation techniques have been used as an invaluable asset to combat ISI

resulted from the frequency-selective channels at high data rate applications. The basic idea

of a typical multi-carrier system is to divide the input data into multiple substreams, each

of which is modulated over different orthogonal subcarrier frequencies. The symbol time of

each substream is chosen to be much longer than the channel delay spread so that no ISI will

be experienced in the substreams received at the receiver [22]. In other words, the substream

bandwidth is designed to be much less than the coherence bandwidth of the channel so as to

ensure a flat fading subchannel for each substream. One way to implement the multi-carrier

modulation efficiently is through the OFDM scheme. One symbol of OFDM is formed by

a block of the input data of size N . A cyclic prefix of the same length of (or larger than)

the end-to-end CIR is added to each OFDM symbol. Therefore, the ISI resulted from

the frequency-selectivity of the wideband channel can be completely eliminated from the

received OFDM symbols at the receiver. However, the cost to pay is a reduction in data-rate

because of the added overhead which in turn, calls for the extra power to send the cyclic

prefix at the transmitter [22].

1.2.7 Massive Multi-Input Multi-Output Systems

Relying on transmitting and receiving data through multiple antennas, MIMO systems can

increase data rates, improve reliability, enhance energy efficiency, and diminish interference.

Massive MIMO is a state-of-the-art technology which employs hundreds of antennas to serve

several terminals simultaneously in the same time-frequency resource block. Massive MIMO

systems can obtain the same advantages of MIMO systems on a much greater scale [23].

Potentially, the massive MIMO technology can enhance the throughput and performance

of the communication link by reducing the effects of noise, fast fading, and interference.

Further, massive MIMO systems only rely on a simple yet phase-coherent signal processing,

as well as some low complexity detection methods. The large-scale antenna array can only be

used on the BS side, which gives the users the benefit of obtaining multiplexing gain through

connecting to BS without undergoing the design complexity on their sides. Recently, the
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distributed massive MIMO, in which the antennas are spread over an area as opposed to

being co-located at the location of one BS, has gained a lot of attention [7–9, 24–26]. The

distributed massive MIMO, also known as cell-free massive MIMO, can potentially provide

a better coverage chance than the co-located massive MIMO due to its diversity gain against

the shadow fading.

Massive MIMO requires full knowledge of the channel state information for both uplink

and downlink directions to successfully be implemented. Conventionally, in the multi-user

MIMO systems, the channel estimation task was accomplished by either using different times

to send the pilot sequences, called Time Division Duplexing (TDD), or utilizing different

frequencies, known as Frequency Division Duplexing (FDD). In other words, in the TDD

mode, the channels can be estimated in the uplink transmissions, and later, the downlink

channel matrix can be obtained from channel reciprocity, i.e., by using the transpose of

the estimated uplink channels. On the other hand, by using different frequencies for uplink

and downlink, FDD estimates the uplink channels at BS, and waits for the feedback from

the users to estimate the downlink channels. However, the traditional FDD mode becomes

impractical for massive MIMO systems, where a large number of antennas is used. As a

result, the TDD mode can be used to help the channel estimation task in massive MIMO

systems.

1.2.8 Non-Orthogonal Multiple Access Scheme

NOMA is a multiple access technique which allocates non-orthogonal resources to users in

order to control the interferences. Multiplexing process in NOMA can be attained in either

code-domain where sparse or non-orthogonal spreading sequences are used, or in power-

domain where different power levels are used to distinguish the users. Power-domain NOMA,

hereafter referred to as NOMA, is what commonly studied in literature and is also our focus.

To exploit NOMA, the superposition coding at the transmitter and Successive Interference

Cancellation (SIC) at the receiver must be employed. The key idea of performing SIC on a

particular user is to decode the interfering signals from the weaker users, while successively

subtracting the decoded interference signals from the received signal. To avoid prohibitive

complexity of the SIC operation when the number of users is large, users are clustered into
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smaller groups and NOMA is applied to each cluster [27–29]. Upon successful completion of

SIC, part of the intra-cluster interference among users within each cluster can be removed.

1.3 Motivations

There is a unanimous consensus among scholars on the main requirements of 5G networks

which include providing higher energy efficiency, enhancing spectral efficiency, and diminish-

ing latency. However, accommodating ubiquitous coverage with high data rates demands

a huge amount of power and energy especially in dense scenarios envisioned by the 5G

network. Moreover, the ever-growing data traffic and seamless connectivity require tech-

nologies such as massive MIMO and cooperative relay communication which can render

the energy consumption prohibitive. More importantly, energy consumptions and related

carbon emissions as well as global air pollution have become a worldwide concern. As a

result, developing green designs for the next generation of wireless networks has attracted

a lot of interest among researchers [30–32]. In these studies, the authors are usually strive

to satisfy the two contradictory requirements of minimizing the energy or power consump-

tion while maintaining or increasing the network capacity or data rates. Motivated by the

demands for green and power optimal designs, in this dissertation, we propose to minimize

the total power consumption in three different 5G wireless network nominees while fulfilling

some quality of service constraints on data rates or Signal-to-Interference-plus-Noise Ratio

(SINR) values at user terminals. It is worth mentioning that all these 5G wireless network

nominees has a distributed massive MIMO structure.

First Scenario: Power-Optimal Distributed Beamforming for Multi-Carrier

Asynchronous Bidirectional Relay Networks

The majority of early results published on cooperative relaying networks assumed time

synchronization at the symbol level for the relay nodes and at the transceivers [33–36].

This assumption is, however, unrealistic in real-world applications, where the relays are

situated at different locations. As such, each relaying path can cause a propagation delay

which is significantly different from that of the other relaying paths. Such a significant

delay spread results in loss of synchronization and can lead to a multi-path end-to-end
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channel at sufficiently high data rates. In such asynchronous relaying networks, the end-

to-end channel between the transceivers is rendered frequency-selective, and thus, is prone

to ISI. To overcome such ISI, different techniques such as post-channel and/or pre-channel

equalization at the transceivers nodes [13, 16, 37–41], or equalization at the relays by using

FF relaying strategy [20], or equalization at the transceivers and the relay nodes by using

the single-carrier FF-based techniques [14,18,42] and multi-carrier methods [14,43], can be

employed. Aiming for a cost-effective design, we have considered an asynchronous two-way

relaying network in which the burden of equalization is carried by the multi-carrier-based

transceivers using the OFDM technique, while the relays are equipped with a simple AF

relaying scheme. In this way, the OFDM-based transceivers can efficiently equalize the

frequency-selective channel resulted from asynchronous transmissions, and thus, eliminate

the ISI.

In the problem studied in Chapter 3, we consider the joint problem of power alloca-

tion and beamforming design for an asynchronous two-way relaying network consisting of

multiple AF relay nodes and two OFDM-based transceivers. Such joint design of power al-

location and beamforming weights has been investigated in the literature for asynchronous

single-carrier and multi-carrier two-way relaying networks [16,39,44]. However, to the best

of our knowledge, our work is the first attempt to solve the joint subcarrier power alloca-

tion and beamforming design by minimizing the total transmit power while satisfying some

quality-of-service requirements on data rates for our considered network setup. Note that by

using simplifying assumptions in our first work studied in Chapter 3, we are able to expand

the results into a more complicated two-way relaying network which meets the fundamental

requirements of 5G networks.

Second Scenario: Joint Power Allocation and Distributed Equalization De-

sign for OFDM-Based Filter-and-Forward Two-Way Multi-Relay Networks

In the context of cooperative relaying networks, user-relays channels are often assumed

to be frequency-flat. However, such a simplifying assumption can be unrealistic in high data-

rate scenarios when the time-dispersive nature of multi-path channels results in frequency-

selectivity. These frequency-selective channels lead to ISI at the receiver front-end of the

users. To extend our study in the first scenario to broader applications, in the second
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scenario, we assume frequency-selective channels between relays and the users. We are

aware of only two approaches which deal with the frequency-selectivity of user-relays links

in two-way relay networks. One approach is the single-carrier FF relaying scheme of [18–20],

where the burden of the end-to-end channel equalization is on the shoulder of the relays.

The proposed approaches in [18–20] are computationally prohibitive and may not always

be feasible. The second approach is the multi-carrier technique of [43], where all relay

and transceiver nodes use OFDM technology, thereby collectively equalizing the end-to-end

channel. This approach is also computationally expensive and is highly susceptible to being

trapped in a local minimum.

Due to the performance advantages of the FF relaying strategy, the integration of the

FF relaying scheme in multi-carrier transmissions is particularly worthy of investigation.

To the best of our knowledge, the problem of FF relaying in multi-carrier relaying networks

has not been investigated before, with exception of [45, 46]. However, [45] and [46] have

studied a three-node two-way relaying network which comprises of one single FF relay

and two OFDM-based transceivers, and they have not considered a cooperative relaying

network with multiple relays. In Chapter 4, we investigate the application of FF relaying in

multi-carrier two-way relaying networks with multiple FF relay nodes. Therein, we consider

the problem of joint power allocation and FIR filter coefficients design by formulating a

total transmit power minimization problem subject to the quality of service constraints

imposed on the data rates. To the best of our knowledge, prior to this work, the problem of

FF relaying and power allocation in multi-carrier two-way relaying networks with multiple

FF relay nodes has not been studied. Our proposed approach does not suffer from the

shortcomings of both single-carrier schemes in [18–20] and the multi-carrier method in [43]

as our method is always feasible and enjoy affordable computational complexity. It is worth

mentioning that using time-domain filtering at the relays to tackle ISI only requires the

optimization of a few filter taps at each relay, while the multi-carrier scheme of [43] asks for

optimizing as many weights as the number of sub-carriers at each relay.

Third Scenario: Unsupervised User clustering and Power Allocation Design

in NOMA-Aided Massive MIMO Networks

In the last scenario, we consider yet another distributed massive MIMO structure by
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combining the massive MIMO and NOMA technologies, and we aim to design a power-

efficient solution for the downlink transmission in such networks. Recently, the massive

MIMO technology has been widely acclaimed for its ability to enhance spectral efficiency,

improving energy efficiency, and enabling massive connectivity. Massive MIMO can exploit

the spatial multiplexing gained from its massive number of serving antennas for serving

a large number of users. However, massive MIMO systems notoriously suffer from the

so-called pilot contamination effect [47]. Since the channel coherence time is limited, to

estimate the uplink channels in a TDD mode, non-orthogonal pilot sequences must be used

by users at different cells. This results in the pilot contamination issue. The most adverse

effect of pilot contamination is on the ability of the BS to conduct coherent beamforming

towards only one of the users with the shared pilot. It is shown in [48] that a NOMA scheme

can be adopted to exploit the pilot contamination cleverly to diminish the pilot overheads.

Moreover, in light of finite power and spectrum resources, NOMA is proven to be highly

beneficial to support massive connectivity for 5G networks and beyond [10]. The potential

benefits of NOMA encouraged us to study a NOMA-aided massive MIMO network as our

third scenario.

The integration of NOMA into massive MIMO systems has attracted considerable at-

tention in literature [49–53]. However, the joint problem of user clustering and power

allocation in massive MIMO-NOMA systems has not been extensively studied in the lit-

erature. In Chapter 5, we investigate a joint user clustering and power allocation design

in downlink transmissions of NOMA-aided massive MIMO networks. We aim to minimize

the total transmit power while satisfying the required quality of service constraints on the

received SINRs at each user. We develop a unified signal model and solution set which is

applicable to both co-located and distributed massive MIMO scenarios. In particular, a fast

and novel user clustering method based on machine learning algorithms is proposed. To

the best of our knowledge, the joint problem of user clustering and power allocation design

targeting the total transmit power minimization in downlink transmissions of NOMA-aided

massive MIMO networks has not been investigated prior to this work.
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1.4 Objective and Methodology

In this section, we overview the objectives and research methodologies which are pursued

in the following chapters of the current dissertation.

1.4.1 Objective

In Chapter 3, we consider the problem of joint power allocation and distributed beamforming

design for an asynchronous two-way multi-relay network, where two transceivers rely on the

OFDM scheme to exchange information through multiple AF relay nodes. The network

is assumed to be asynchronous in the sense that different relaying paths are subject to

different propagation delays. This assumption renders the end-to-end channel between the

two transceivers frequency selective. The impulse response of such a channel can be modeled

as a finite impulse response system with multiple taps. We aim to find the optimal solution

for the problem of the total transmission power minimization subject to two quality of

service constraints on the transceivers rates in the aforementioned network.

In Chapter 4, we study a multi-carrier two-way relaying network consisting of two

OFDM-based user transceivers and multiple FF relays. The FF relaying technique along

with the multi-carrier scheme at the transceivers is utilized to suppress the ISI caused by

the frequency-selectivity of the end-to-end channel. We aim to jointly optimize subcarrier

power allocation at the transceivers and the FIR filters at the FF relays to minimize the

total transmit power subject to two quality of service constraints measured by sum-rates at

the transceivers.

In Chapter 5, we consider downlink transmissions in NOMA-aided massive MIMO

networks in which a massive number of multiple access points simultaneously serve multiple

users. The access points can be co-located at one location in a form of an antenna array at

one single BS, or they can be distributed over an area in a form of multiple single-antenna

BSs. Employing the NOMA scheme, the network groups the users into several clusters based

on their channel characteristics. We aim to find a solution to the joint problem of the user

clustering and power allocation designs by formulating a total transmit power minimization

while SINRs at the user receiver sides are kept at some given thresholds.

13



1.4.2 Methodology

In this dissertation, we investigate three potential 5G network scenarios, each of which

is discussed in detail in separate chapters. To approach each scenario, we adopt unique

methods, a review of which is presented in this section.

First Scenario: Power-Optimal Distributed Beamforming for Multi-Carrier

Asynchronous Bidirectional Relay Networks

In Chapter 3, we study a total power minimization problem in an asynchronous two-

way multi-relay network with two OFDM-based transceivers and multiple AF relay nodes.

We first model the system with the initial assumption that the relay-transceiver channels

are frequency-flat while each relaying path is subject to a different propagation delay. The

dissimilarity of propagation delays in the relaying paths leads to an asynchronous com-

munication which renders the end-to-end channel between the two transceivers frequency-

selective. Thus, we model the channel impulse response of the end-to-end channel as an

FIR system with multiple taps. Assuming the relays’ beamforming weights are frequency-

independent, we show that our CIR model can reveal the contributions of different relays to

each of the CIR taps. We then formulate the total transmit power minimization to jointly

design the beamforming and power allocation coefficients. To approach this problem, for a

fixed set of beamforming weights, we first use the Lagrange multipliers method to solve the

optimization for the power coefficient values. Substituting the obtained power coefficients,

we, then, reformulate the original optimization problem with respect to the beamforming

weights. We show that at the optimum, the end-to-end channel must be frequency-flat,

which means only one tap of the end-to-end CIR is non-zero. Using this result, we de-

compose the beamforming optimization into different subproblems each of which is defined

for a separate tap of CIR. We devise a simple and fast semi-closed-form algorithm for the

optimal solution of the total transmission power minimization subject to the transceivers

rates constraints. Performing numerical analysis, we demonstrate that our proposed semi-

closed form algorithm significantly outperforms the traditional best relay selection method.

To further examine the performance of our proposed algorithm, we perform a complexity

analysis, and a numerical examination to investigate the effects of band-limited filters at
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the transceivers on our proposed solution.

Second Scenario: Joint Power Allocation and Distributed Equalization De-

sign for OFDM-Based Filter-and-Forward Two-Way Multi-Relay Networks

In Chapter 4, we investigate a multi-carrier two-way relaying network consisting of

two OFDM-based transceivers and multiple FF relays. We study the joint problem of

subcarrier power allocation at the transceivers and the FIR filters at the FF relays to

minimize the total transmit power subject to sum-rates constraints at the transceivers. We

first model the signals and the end-to-end CIR for the multi-carrier two-way FF relaying

network assuming that each relay-transceiver channel is frequency-selective. To approach

the total transmit power minimization, we propose two approaches. The first approach is

based on a gradient steepest descent technique where we transform the original optimization

into an unconstrained minimization problem and use the quasi-Newton method to find

a local minimum. In the second approach, we enforce a new constraint on the original

optimization such that at the optimum, the frequency-selective end-to-end channel becomes

frequency-flat. As a result, we are able to develop a semi-closed-form solution for the total

transmit power minimization problem. Furthermore, we show that the second method can

be used as an initial point for the gradient steepest descent technique. Aiming to evaluate

the performance of the proposed methods with a benchmark, we obtain a lower bound for

the minimum transmit power at the network. We show that the proposed techniques are

within 3 dB of this lower bound. Through numerical results, we further show that our

proposed methods outperform existing solutions for similar networks. Lastly, we perform a

complexity analysis for our proposed semi-closed form solution to provide another means of

evaluation.

Third Scenario: Unsupervised User clustering and Power Allocation Design

in NOMA-Aided Massive MIMO Networks

In Chapter 5, we study downlink transmissions of NOMA-aided massive MIMO net-

works with multiple transmit antennas at BS(s) and multiple single-antenna users grouped

into several NOMA clusters. The transmit antennas can be either co-located at one loca-

tion, or be distributed over a serving area. To provide a power-efficient solution for the 5G
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requirements, we aim to jointly design the user clustering and power allocation to minimize

the total transmit power consumed in the network while certain SINR threshold levels are

maintained. We first model the signals and system to obtain the pertinent expressions. We

then show that the total transmit power minimization problem can be tackled separately

for the user clustering and power allocation designs. We propose a modified unsupervised

mean-shift clustering algorithm in which the correlation among users’ channel vectors is uti-

lized as a feature to group the users. Choosing such a criterion for clustering improves the

poor performance of conventional massive MIMO systems in correlated propagation environ-

ments. Moreover, depending on the availability of enough spatial dimensions, the proposed

clustering method is able to automatically switch between the two modes of NOMA-aided

massive MIMO and the conventional massive MIMO. Substituting the clustering results into

the original optimization problem, we can reformulate a linear programming optimization

to obtain the power allocation coefficients. To evaluate the performance of the proposed

algorithm, we consider two special case scenarios for co-located and distributed massive

MIMO systems. Using numerical analysis, we examine and compare the performance of the

proposed clustering and power allocation algorithm with the existing methods. We further

provide a complexity analysis for our proposed clustering algorithm.

1.5 Summary of Contributions

The main contributions of the current dissertation are summarized as follows:

• We model and formulate a joint problem of power allocation and beamforming design

for an asynchronous multi-carrier two-way relaying network consisting of multiple AF

relays and two OFDM-based transceivers. We propose a fast and simple semi-closed

form solution to this problem and we obtain jointly optimal power allocation and

distributed beamforming weights. We show that at the optimum, the end-to-end

channel must be frequency-flat, which means only one tap of the end-to-end channel

impulse response is non-zero. As a result, our solution leads to a relay selection

scheme, where only those relays which contribute to the optimal tap of the end-to-end

channel impulse response can actively participate in the communication. We show
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that our proposed algorithm can be implemented in a distributed manner. That is,

the transceivers can solve the total transmission power minimization problem and

broadcast only a few parameters to the relays. Then, each active relay can utilize

these parameters along with its local Channel State Information (CSI) to calculate its

beamforming weight. We further prove that the worst-case computational complexity

of the proposed algorithm is linear in the number of the relays. Our simulation results

demonstrate that the proposed semi-closed form algorithm significantly outperforms

the traditional best relay selection method. In addition, we examine the effect of

band-limiting transmit and receive filters on the proposed solution which can result

in a performance loss in some applications. We show that this performance loss can

be compensated by over-constraining the rates by the amount of the rate loss.

• We model and formulate a total transmit power minimization problem to jointly obtain

the power allocation and FIR filter coefficients in a multi-carrier two-way relay network

consisting of two OFDM-based transceivers and multiple FF relays. Prior to this work,

the problem of FF relaying and power allocation in multi-carrier TWR networks with

multiple FF relay nodes has not been studied. To tackle the formulated non-convex

optimization, we propose two methods. In the first method, we develop a solution

based on the gradient steepest descent technique. Since the performance of the first

method is sensitive to the choice of the initial points, we propose the second method

by restricting the feasible set of the original minimization to a set of points that result

in a frequency-flat end-to-end channel impulse response. Under such constraint, we

develop a semi-closed-form solution to the total transmit power minimization problem.

Despite the loss of optimality arising from the aforementioned restriction, the second

method brings forth a fast and simple solution which can also be used as an initial point

for the first method. To evaluate the performance, we provide a complexity analysis

for the second method. Furthermore, relaxing the original optimization problem, we

obtain a lower bound which provides a benchmark for assessing the performances

of our proposed methods. Our simulation results demonstrate that both proposed

methods perform within 3 dB from this lower bound. Moreover, simulation studies

are provided to evaluate the effects of changing design parameters on the performance
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of the considered two-way relay network.

• We study the integration of a NOMA scheme into the downlink transmissions of mas-

sive MIMO networks with multiple single-antenna users and multiple access points

while the users are grouped into several NOMA clusters. The access points can be

either situated in a co-located manner at one location, or they can be distributed over

a serving area. We formulate a total transmit power minimization problem subject

to SINR constraints at the users to jointly design the user clustering and power allo-

cation coefficients. This study is the first attempt which considers a joint problem of

power allocation and user clustering design for minimizing the total transmit power

in both co-located and distributed massive MIMO-NOMA networks. We present a

three-step solution for the formulated minimization, where we first employ a machine-

learning-based method to perform the NOMA user clustering task, then we design the

beamforming weights, and lastly we solve a linear programming optimization solely

for obtaining the power allocation coefficients. We propose a novel clustering algo-

rithm based on the mean-shift algorithm, where we measure the correlation among

users’ channel vectors using the inner product operation to group the users in an un-

supervised fashion. Clustering users based on their channel correlation features, our

proposed method has the ability to automatically decide whether to group the users

into NOMA clusters, or to serve the users by using the available degree of freedom

provided by the spatial dimension in the massive MIMO system. As a result, our

proposed method can improve an otherwise poor performance of conventional mas-

sive MIMO systems when the propagation environment is fairly correlated. We further

provide a complexity analysis for our proposed clustering algorithm and show that the

complexity of the proposed algorithm is linear with respect to the number of access

points. We evaluate the performance of the proposed algorithm through numerical

analysis for two case-studies, namely a co-located massive MIMO-NOMA network

scenario and a distributed massive MIMO-NOMA network scenario. For each sce-

nario, we examine and compare the performance of the proposed clustering and power

allocation algorithm with the existing methods.
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1.7 Outline of Dissertation

In this dissertation, we focus on designing power-efficient solutions for three potential types

of 5G networks, namely asynchronous multi-carrier two-way AF relaying networks, multi-

carrier two-way FF relaying networks, and NOMA-aided massive MIMO networks. The

remainder of this dissertation is organized as follows: In Chapter 2, we provide three sec-

tions in which we conduct a survey on recent research results closely related to the design

problems which we considered in each of the 5G network scenarios. In Chapter 3, we study
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the joint design of power allocation and beamforming problem in an asynchronous multi-

carrier two-way AF relaying network. We formulate a total transmit power minimization

problem subject to sum rate constraints and propose a semi-closed form solution which

provides the optimal power allocation and beamforming coefficients for the network. In

Chapter 4, we present our proposed two solutions to the problem of power allocation and

distributed equalization design in an OFDM-based two-way FF relaying network. We assess

the performance of the proposed algorithms through numerical simulations and conduct-

ing complexity analysis. In Chapter 5, we discuss the joint problem of user clustering and

power allocation in a NOMA-based massive MIMO network where we propose a novel user

clustering algorithm and evaluate the performance of our proposed method through nu-

merical simulations. We conclude the dissertation and discuss future work in Chapter 6.

Finally, the appendices corresponding to Chapters 3, 4, and 5 are provided at the end of

the dissertation.

1.8 Notations

In this dissertation, bold upper letters denote matrices and bold lower letters represent

vectors. In addition, we use (∙)T , (∙)H , and E{∙}, to denote transposition, Hermitian trans-

position, and the expectation operator, respectively. We use | ∙ | to represent the magnitude

of a complex scalar or the cardinality of a set. A = diag(a) signifies a diagonal matrix

whose diagonal entries are the elements of a, while A(i, j) represents the (i, j)-the entry of

matrix A, and a � 0 indicates that all the elements of a are non-negative. The N × N

identity matrix is denoted by IN . Similarly, 0N×M stands for an N ×M all-zero matrix,

The principal eigenvalue and the normalized principal eigenvector of a matrix is represented

as λmax{∙} and P{∙}, respectively.
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Chapter 2

Literature Review

In this dissertation, we consider three scenarios, namely power-allocation distributed beam-

forming for multi-carrier asynchronous two-way relay networks, joint power allocation and

distributed equalization design for OFDM-based FF two-way multi-relay networks, and un-

supervised clustering and power allocation design in NOMA-aided massive MIMO networks.

In this Chapter, we conduct a survey on the recent studies in the research areas associated

with each of these scenarios. Accordingly, the literature review and discussions regarding

the most similar publications related to each scenario are provided in three separate sections,

respectively.

2.1 Two-Way Amplify-and-Forward Relaying

Cooperative relaying technology is considered as a promising energy-efficient candidate to

provide spatial diversity and high throughput in next generation of wireless networks [54,55].

Two-Way Relay (TWR) networks are of growing interest because they are more spectrum-

efficient than one-way relay networks, [55–61]1. In a TWR strategy, two transceivers can

simultaneously exchange information through one or more relay nodes. The most common

protocol to establish a TWR network is the Multiple-Access-Broadcast (MABC) method

[63]. In MABC, two phases are required to exchange two symbols between the two nodes:

In the first phase, known as the multiple access (MA) phase, the two the transceivers

1Note that another important category in cooperative relaying communication is the multi-way relaying
in which each user multicast its message towards a group of users [62]. However, this concept is beyond the
scope of this dissertation.

21



simultaneously transmit the two information symbols they wish to exchange, toward the

relay(s). In the second phase, called the broadcast (BC) phase, the signals received at the

relay(s) are first processed and then, they are broadcasted back to the transceivers.

Among different relaying protocols, the AF relaying protocol is of particular interest

due to its simplicity, lower computational complexity, and lower implementation costs [13,

14, 16, 17, 41]. It is well-known that AF relaying networks are not efficient in suppressing

the ISI incurred by the frequency-selectivity of the end-to-end channel [20]. To overcome

such ISI, different techniques can be adopted. One group of such techniques rely on post-

channel equalization schemes [13], where the end-to-end channel is compensated for at the

receiver front-end of the transceivers. The second group of ISI-suppression methods resorts

to pre-channel (pre-coding) equalization techniques [37, 64], where the end-to-end channel

is equalized at the transmitter front-end of the transceivers. Joint pre- and post-channel

equalization approaches [16,38–41] constitute yet another class of ISI-suppression methods,

where both the transmitter and the receiver front-ends of the transceivers share the burden

of the equalization of the end-to-end channel. In all these three groups of ISI-suppression

techniques, the equalization is performed at the end nodes. One could also implement the

task of equalization only at the relays by using the so-called FF relaying strategy which a

single-carrier scheme [20].

2.1.1 Asynchronous TWR Networks

Early work on relay networks assumed time synchronization at the symbol level for the relay

nodes and at the transceivers [33–36]. In a synchronous network, the symbol transmitted

by each transceiver is received simultaneously at all relays, and also the signals transmitted

by different relays arrive at the transceivers at the same time. However, this assumption is

unrealistic in real-world applications, where the relays are situated at different locations. As

such, each relaying path can cause a propagation delay which is significantly different from

that of the other relaying paths. Such a significant delay spread results in an asynchronous

behavior and can lead to a multi-path end-to-end channel at sufficiently high data rates. In

such asynchronous networks, the end-to-end channel between the transceivers is rendered

frequency-selective, and thus, is prone to ISI. Early investigations on TWR networks ignore
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such a signal asynchronism, and thus, either model the end-to-end channel as a frequency-

flat link or assume a single-subcarrier (narrowband) scenario [59, 65, 66].

2.1.2 Total Transmit Power Minimization

In an attempt to achieve the greenest design for cooperative TWR networks, the problem of

total transmit power minimization has attracted considerable attention in the literature [17,

34,43,67–70]. Although these studies have a common goal of minimizing power consumption,

they are different in their underlying network assumptions, design parameters, and problem

constraints. For example, in [34], to design an optimally distributed beamforming in a

single-carrier TWR network consisting of two users and multiple relays, a total transmit

power minimization subject to the received Signal-to-Noise Ratio (SNR) values at users is

considered. It is shown that under equal SNR constraints, the users collectively consume

half of the total transmit power in the network. In [68] where the authors proposed an

iterative algorithm to design the beamforming coefficients by minimizing the total transmit

power subject to SINR constraints in a single-carrier TWR network with two single-antenna

users and multiple multi-antenna AF relay nodes. The authors in [69] investigated the joint

problem of power allocation and relay selection design for an OFDM-based TWR network.

A graph-theoretical solution was proposed to minimize the transmit power consumed by

the transmitters subject to the outage probability constraint. A closed-form solution for a

relay selection design using a total power minimization subject to the received SNRs at the

users was derived in [70].

In [43], a TWR network consisting of two transceivers and multiple relays is inves-

tigated. Assuming that all nodes employ OFDM schemes, the authors of [43] approach

the problem of joint power allocation and beamforming design by formulating two separate

problems: the minimization of the total consumed power subject to the data rate con-

straints, and the maximization of the sum-rate at the transceivers subject to a constraint

on the total transmission power consumed throughout the TWR network. While a two-step

iterative method is proposed for each problem, solving each problem calls for fixing either

the beamforming weight vector or the transceivers’ power allocation variables.
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More recent publications on total transmit power minimization in TWR networks are

discussed in [71–73]. The authors in [71] considered the optimal design of the decentral-

ized beamforming for a single-carrier asynchronous TWR network, where the total power

consumed in the network was minimized under data rate constraints at the transceivers.

They proposed a semi-closed form solution in which at the optimum, the end-to-end impulse

response of the channel becomes single-tap. In [72], a single-carrier asynchronous TWR net-

work consisting of multiple multi-antenna relays and two transceivers was considered, where

the relay beamforming matrices were assumed to be symmetric. To design power allocation

coefficients and symmetric relay beamfornming matrices, the total power consumed in the

network was minimized under the sum-rate constraints at the transceivers. Their results

showed that to obtain the lowest power consumption under a fixed number of antennas

in the network, the number of antennas per relay can be optimized. A joint problem of

power allocation and beamforming matrices design in a TWR network formed by multiple

transceiver pairs and multiple multi-antenna relays was studied in [73]. Assuming asymp-

totically orthogonal relay-transceiver channels, the authors proposed a computationally ef-

ficient solution which minimizes the total transmit power in the network while maintaining

the SNR requirements at the transceivers.

2.1.3 Related Work Connected to Chapter 3

In Chapter 3, we consider the problem of joint power allocation and beamforming design

for an asynchronous multi-carrier TWR network consisting of multiple AF relays and two

OFDM-based transceivers. Aiming to satisfy Quality of Service (QoS) constraints, measured

by transceivers’ rates, we formulate a total transmission power minimization problem to

obtain the jointly optimal power allocation and distributed beamforming weights. In our

study, we consider the same network investigated in [16, 39] and thus, use the same data

model originally presented in [16]. However, our work differs from [16, 39], as our design

approach is to minimize the total power consumption subject to two QoS constraints on

transceivers’ data rates, while [16] relies on maximizing the smallest sub-carrier SNR under

a total power constraint, and [39] resorts to a sum-rate maximization problem subject to

a total power constraint. Nevertheless, similar to [16, 39], our solution boils down to a
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relay selection scheme which renders the end-to-end channel frequency-flat. It is worth

mentioning that the solutions provided by [16,39] are not applicable to our problem, as the

input to those solutions is a total power budget, while the inputs to our solution in this

dissertation are two required data rates.

Our work in Chapter 3, is different from [43], as our approach does not assume any

OFDM processing capability at the relays for the sake of relay simplicity, whereas [43] relies

on OFDM schemes at the relays. Note that the study in [43] assumes that the transceiver-

relay channels are frequency-selective, Such an assumption necessitates the employment of

OFDM at the relay nodes to tackle the ISI incurred by these frequency-selective channels,

while we herein model the transceiver-relay channels as frequency-flat links but with unequal

propagation delays.

2.2 Two-Way Filter-and-Forward Relaying

It is a well-known fact that high data rate transmissions in frequency-selective channels

cause ISI among transmitted symbols. In the context of TWR networks, different techniques

have been proposed to tackle the ISI caused by the frequency-selectivity of the user-relay

channels. On the one hand, in single-carrier transmissions, due to the ineffectiveness of the

AF-based relaying techniques in suppressing the ISI, an FF strategy as an extension of AF

strategy is proposed in [18–21]. In FF relaying, each relay is equipped with an FIR filter

or an Infinite Impulse Response (IIR) filter, and the output of the filter is retransmitted

to the user pairs. On the other hand, in multi-carrier transmissions, employing schemes

such as OFDM at the user and/or relay nodes have been proved advantageous to cope with

ISI. Using the OFDM systems at the nodes can transform an otherwise frequency-selective

end-to-end channel into multiple frequency-flat sub-channels and thus remove the ISI from

the received signals [39, 43, 45, 46, 74, 75].

2.2.1 Filter-and-Forward Relaying Scheme

For one-way relaying networks, the application of the FF relaying scheme on single-carrier

transmissions have been studied in [18–20, 76]. In [18], the authors assume that the desti-
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nation node uses an equalizer, while the relay nodes employ IIR filters. The FF relaying

schemes are developed to maximize the SNR ratio at the destination node subject to a total

relay power constraint. It is shown in [18] that the performance of IIR filters is comparable

with the performance of FIR filters with a reasonable filter order. In [19], the FF design is in-

vestigated for one-way relaying networks where the relay nodes have multiple antennas, and

the destination node uses a simple equalizer. The numerical results in [19] illustrate that for

a fixed number of antennas for the relay nodes, a remarkable performance improvement can

be achieved if the antennas are concentrated in a few relay nodes instead of spreading them

over many relay nodes. In [20], assuming no equalization at the destination, the authors

design the FF relays’ FIR filters based on three different approaches: The first approach

involves minimization of the total transmit power subject to SINR constraints; the second

method maximizes of the destination’s SINR subject to a total transmit power constraint,

and the third approach deal with a maximization of the sum-rate subject to individual relay

transmit power constraints. Recently, in [76], the authors study a filter design problem by

maximizing SINR subject to a relay transmit power constraint in a single-carrier one way

relaying network including an FF relay node, a source node, and a destination node.

For two-way relaying networks, the problem of FF relays’ weight design with the as-

sumption of frequency-selective relay-transceiver channels is studied in [21, 42, 45, 46]. The

authors in [42] assume two cases in which transceivers are either equipped with a simple

slicer or an equalizer where the relay nodes employ FIR or IIR filters. The optimal FF

relays’ filters are obtained for the case of transceivers with simple slicers by maximizing the

minimum SINR subject to a constraint on the relay transmit power, and for the transceivers

with equalizers, by minimizing the total relay transmit power subject to SINR constraints

case, and for the latter case by minimizing the sum of mean-squared error at the transceivers.

In [21], without assuming any equalizer at the transceivers, the authors propose two meth-

ods to design FF relays: one method relies on minimizing the total transmit power subject

to SINR constraints and the second method maximizes the worst SINR subject to the relay

transmit power requirements. It is shown that these problems can be written as the Second

Order Cone Programming (SOCP), which can be solved using the standard convex opti-

mization methods. The simulation results confirm that the FF relaying can dramatically
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improve the performance as compared to AF relaying.

Both [21] and [42] investigate the problem of ISI cancellation over single-carrier trans-

missions in order to avoid the complexity involved in multi-carrier transmissions. How-

ever, multi-carrier schemes such as OFDM have been proved to be an efficient technique

to remove ISI. Therefore, the integration of the FF relaying with OFDM systems seems

an attractive proposition for investigation. To the best of our knowledge, the problem of

FF relaying in multi-carrier schemes has not been investigated before with the exception

of [45,46]. The FF relay beamforming design for a single-input-single-output OFDM-based

and a MIMO-OFDM-based one-way relaying network with one single FF relay node studied

in [45] and [46], respectively. Authors in [45] consider the problem of FIR filter design for a

transparent three-node full-duplex relaying network with single-input single-output OFDM

transmission. Transparent operation means that, in the relaying network, the destination

node is not aware of the relay node. Therefore, the relay node has only access to the CSI

knowledge of the relay-source channel and not that of the relay-destination channel. This

operation leads to an inexpensive implementation of the relaying network. A single FF

relay is used to directly filter the incoming signals at the chip rate of the OFDM transmis-

sions so as to remove the complexity of using OFDM processing at the relay. Three design

criteria are considered in [45], namely minimizing the transmit power of the relay subject

to SNR constraints per sub-carriers, maximizing the worst SNR per sub-carrier subject to

transmit power constraints, and maximizing the throughput subject to the transmit power

constraints. Using the convex relaxation and projected gradient method, the authors pro-

pose three algorithms as the solution to the three design criteria. In [46], the joint design

of the FIR filter and MIMO decoder/encoder for a single-relay MIMO-OFDM network is

considered. The authors of [46] rely on two design approaches, namely a weighted sum

mean-square-error minimization technique and a sum-rate maximization method, which

are equivalent to each other under certain conditions. It is shown that for a given MIMO

design, the FIR filter design at the FF relay amounts to a quadratically-constraint optimiza-

tion problem whose solution can be found by the conversion to a semi-definite programming

problem. The numerical results demonstrate the effectiveness of the FF relaying compared

to AF relaying for MIMO-OFDM systems.
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2.2.2 Related Work Connected to Chapter 4

In Chapter 4, we study the problem of joint power allocation and FIR filter design for FF

relays in a multi-carrier TWR network, where two OFDM-based transceivers communicate

with each other through multiple relays employed FF relaying schemes. We formulate a total

transmit power minimization problem subject to the quality of service constraints imposed

on the transceivers’ data rates. Motivated by the results in [39] and [16], we propose a

semi-closed form solution which restricts the feasible set of the original minimization to a

set of points that result in a frequency-flat end-to-end channel impulse response. To the

best of our knowledge, prior to this work, the problem of FF relaying and power allocation

in multi-carrier TWR networks with multiple FF relay nodes has not been studied.

The study in [20] does not address multi-carrier schemes and the investigation in [45]

is not applicable to TWR networks with multiple relay nodes. Moreover, none of the previ-

ous work has considered the design approach investigated in this dissertation. To the best

of our knowledge, this work is the first study that considers the application of filter-and-

forward relaying in multi-carrier systems. We are aware of only two approaches which deal

with frequency-selectivity of transceiver-relays links in two-way relay networks. One ap-

proach is the single-carrier filter-and-forward relaying scheme of [18–20], where the burden

of the end-to-end channel equalization is on the shoulder of the relays. This approach is

computationally prohibitive and may not always be feasible. The second approach is the

multi-carrier technique of [43], where all relay and transceiver nodes use OFDM technology,

thereby collectively equalizing the end-to-end channel. This approach is also computation-

ally expensive and is highly susceptible to being trapped in local minimums. Our approaches

do not suffer from these shortcomings as they are always feasible and enjoy affordable com-

putational complexity, while outperforming both single-carrier schemes of [18–20] and the

multi-carrier method of [43].

2.3 NOMA-Aided Massive MIMO Networks

NOMA has been considered as a spectrally efficient technique which reduces transmission

latency and supports massive connectivity by allocating non-orthogonal resources to users
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[10–12]. Multiplexing process in NOMA can be attained in either code-domain where sparse

or non-orthogonal spreading sequences are used, or in power-domain where different power

levels are assigned to users. To enable NOMA, the superposition coding at the transmitter

and the SIC operation at the receiver must be employed. To avoid prohibitive complexity of

the SIC operation when the number of users is large, users are clustered into smaller groups

and NOMA is applied to each cluster [27–29]. Upon successful completion of SIC, part of

the intra-cluster interference among users within each cluster can be removed. However,

the inter-cluster interference among users of different clusters remains unresolved. One

technique to mitigate such interference is to use multi-antenna-based techniques such as

adopting zero-forcing (ZF) beamforming [77], or employing signal alignment schemes [78,79].

Massive MIMO technology is another important pillar of 5G networks to offer high

spectral efficiency as well as high spatial resolution for user multiplexing [4–6]. In massive

MIMO networks, a large number of antennas simultaneously serve at multiple users. This

massive number of antennas can be arranged in the network in a co-located or distributed

fashion. Due to the diversity gain against the shadow fading, the distributed structure can

potentially provide much better performance than the co-located setup [7–9].

Recently, integration of NOMA schemes into massive MIMO networks has attracted

considerable attention in the literature in the context of co-located massive MIMO [11,49–

51, 80], or distributed massive MIMO [81–85]. The integration of power domain NOMA in

massive mmWave MIMO systems is studied in [11], where a BS with a large-scale antenna

array is serving multiple users. The users are grouped into separate clusters using a ran-

dom clustering scheme and SIC operations are used at users to mitigate the intra-cluster

interference within each cluster. A design of precoding/detection matrices for a co-located

MIMO-NOMA downlink scenario with perfect knowledge of CSI is considered in [49], where

fixed power allocation coefficients and user-pairing schemes are exploited. Under the as-

sumption of having a lower number of antennas at BS than the number of users, it is shown

that MIMO-NOMA can outperform its counterpart, MIMO-OMA, particularly when users

with fairly distinctive channels are paired together. In [50], authors performed a compari-

son between NOMA and OMA schemes based on outage sum-rates expressions in massive

MIMO systems when limited feedback and imperfect CSI are considered. A beamforming
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design problem for downlink transmissions from a multi-antenna BS to multiple single-

antenna users under perfect CSI assumption is studied in [51], where the users rely on using

NOMA principle to cancel the interference from other users whose instantaneous channels

are relatively weaker. In addition, asymptotic and deterministic capacity expressions for

mmWave MIMO-NOMA systems are derived in [80].

For distributed massive MIMO networks, the authors in [81] studied the application of

NOMA on throughput improvement of the network. In another study in [82], the achievable

sum-rate expressions are derived for cell-free massive MIMO-NOMA networks. It is shown

that considering intra-cluster pilot contamination and imperfect SIC operations, NOMA

schemes are unable to perform as efficient as OMA schemes. In [83], another achievable rate

analysis in a cell-free NOMA-aided massive MIMO with spectrum sharing is investigated.

In [84], the authors evaluated the performance of Zero-Forcing (ZF) and Maximum Ratio

Transmission (MRT) precoders on a hybrid cell-free massive MIMO and NOMA network.

It is shown that the massive MIMO-NOMA with ZF precoder always outperforms its OMA

counterpart with MRT precoder. A closed-form expression for the bandwidth efficiency of

a NOMA-based cell-fee massive MIMO is derived in [85].

Despite the established benefits of NOMA schemes to the conventional OMA methods,

new studies have emerged that investigate the role of NOMA in massive MIMO systems [86–

88]. An achievable rate analysis on a NOMA-based multi-user MIMO system is conducted

in [86]. It is shown that NOMA can outperform the conventional multi-user beamforming

when the path loss differences between the intra-cluster users are large enough. The authors

in [87] compared the performance of a power-domain NOMA scheme with that of a co-

located massive MIMO system in terms of sum-rates and achievable rate regions. They

demonstrated that for i.i.d. Rayleigh fading channels, if the number of antennas in the

BS is sufficiently high, the NOMA scheme always fails to compete with the performance

of the massive MIMO system. In [88], an achievable rate performance comparison between

a power-domain NOMA scheme and a co-located massive MIMO setup using ZF, in both

line-of-sight and non-line-of-sight channels was carried out. It is proved analytically that

in line-of-sight Rayleigh channels when the number of antennas is much greater than the

number of serving users, the massive MIMO system outperforms the power-domain NOMA
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scheme. However, it is demonstrated that in non-line-of-sight cases, the NOMA scheme

can be a more suitable choice than the massive MIMO systems. Therefore, the authors

in [88] proposed a hybrid NOMA approach which pairs the users based on the correlation

between their channels. It is shown that the hybrid method can outperform the standalone

massive MIMO scheme. In spite of the results yielded in [86–88], the authors had only

considered a simple user pairing scheme which pairs a cell-edge user with a cell-center user,

and only a co-located architecture for the massive MIMO system. As a result, to the best

of our knowledge, the effects of a more advanced user clustering NOMA scheme on both

co-located and distributed massive MIMO have remained uninvestigated.

The main goal of the study conducted in Chapter 5 of this dissertation, is to design the

power allocation and user clustering coefficients for NOMA-aided massive MIMO networks

in order to investigate the circumstances in which using NOMA can be beneficial to massive

MIMO systems. As a result, in the following sections, we conduct a survey on the studies

which consider the problem of power allocation and user clustering in massive MIMO-NOMA

networks.

2.3.1 Power Allocation in Massive MIMO-NOMA Networks

Many power allocation schemes have been proposed in the literature for massive MIMO-

NOMA systems in recent years [52, 89–91]. Employing massive MIMO systems revolves

around accurate CSI estimations at the BS or APs [92–94]. However, assuming perfect

knowledge of CSI is also a common practice in design stages of developing algorithms in

virtue of providing insights on ultimate performance bounds. The imperfect CSI assump-

tion can be considered at later stages such as the robust design stage. As a result, many

studies on massive MIMO-NOMA networks have considered a perfect CSI assumption. For

example, assuming perfect CSI, the authors in [52] investigated a total transmit power mini-

mization problem subject to sum-rate constraints for designing power allocation coefficients

and beamforming vectors in NOMA-aided multicast downlink transmissions, where two

single-antenna users of weak and strong channel gains are clustered together to be served

on each beam. The authors proposed an iterative algorithm to solve the problem, however,

their method does not always converge to the optimal solution.
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In [89], the authors assumed partial CSI feedback and a suboptimal random beamform-

ing technique to design power allocation and user scheduling based on matching theory. The

sum-rate maximization subject to quality of service requirements is considered for an over-

loaded scenario in which the number of radio frequency chains is much smaller than the

number of users. Under the assumption of perfect knowledge of CSI, a joint power allocation

and beamforming design for uplink transmissions in mmWave-NOMA was studied in [90],

where a multi-antenna BS station serves two single-antenna users. The authors proposed

a suboptimal solution for the problem of sum-rate maximization subject to minimal rate

constraints at two users. The authors in [91] assumed perfect CSI to propose an iterative

power allocation scheme which maximizes the achievable sum-rate under total transmit

power constraints for mmWave MIMO-NOMA systems. By using NOMA, they employed

a beam selection algorithm based on MIMO beamspace to support several users on a same

beam.

Recently, the power allocation designs in energy/power-efficient MIMO-NOMA net-

works have gained an increasingly increasing popularity [95–98]. For instance, in [96], the

authors propose a suboptimal power allocation solution to maximize the energy-efficiency

of downlink transmissions for a MIMO-NOMA network in which two users are assigned

to each sub-channel. In [97], a joint problem of power allocation and user scheduling was

formulated to maximize the energy efficiency subject to QoS constraints at users in a mil-

limeter wave MIMO-NOMA network. The authors in [98] studied the problem of power

allocation and user scheduling in NOMA-based networks by formulating a total consumed

power minimization under the sum-rate constraints.

2.3.2 User Clustering in Massive MIMO-NOMA Networks

Effective and efficient designs of user clustering schemes have become inevitable to properly

exploit the potential of NOMA enabled massive MIMO networks [53, 99–101]. In [99], an

iterative suboptimal solution to the joint problem of user clustering and resource allocation

is proposed to maximize the sum of effective capacity in all users in downlink transmission

of a co-located MIMO-NOMA network. The main idea of the proposed clustering algorithm

is to cluster the users such that the intra-cluster users can be served on a same beam. A
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cluster grouping algorithm and a max-min power allocation scheme for the downlink trans-

mission of co-located MIMO-NOMA networks in millimeter-wave communications under a

perfect CSI assumption were studied in [100]. Note that in millimeter-wave applications, the

channels are sparse in angular domain and encompass both Line-of-Sight (LoS) and Non-

Line-of-Sight (NLoS) paths. Considering the angle of arrival of the users, the clustering

algorithm proposed in [100] exploits the fact that inter cluster interference can be diminished

when the spatial direction distance grows large, and thus, allocates the users into a given

number of clusters. Compared with a random cluster grouping, the authors showed that

the proposed clustering method can enhance the sum-rate performance. Authors in [101]

studied the power allocation and user clustering problem in millimeter-wave NOMA down-

link transmissions by maximizing the sum-rate under the rate requirements and the total

transmit power constraints. In particular, using Euclidean distance as a measure of channel

correlation between the users and a multi-antenna BS, the authors proposed a machine-

learning-based K-means algorithm to group those users which are physically close to each

other into one cluster. It is demonstrated in [101] that the K-means based MIMO-NOMA

system can improve the sum-rate performance compared to the MIMO-OMA system. In an

attempt to consider the user clustering and power allocation design for uplink transmissions

of massive MIMO-NOMA systems, the authors in [53] maximize the sum-rate subject to the

received power constraints, and propose an optimal user clustering using extensive search.

2.3.3 Related Work Connected to Chapter 5

In Chapter 5, we study the integration of the NOMA scheme into the massive MIMO net-

works with both co-located and distributed structures. We aim to design the user clustering

and power allocation coefficients to minimize the total transmit power consumed in the entire

network while SINRs at the users are maintained at the required thresholds. We propose a

machine-learning-based clustering algorithm which allocates the users into different clusters

based on their channel characteristics. Our clustering algorithm can automatically decide

on the best number of clusters in the network based on the available degree of freedom, and

thus, it can be considered as a hybrid scheme.

Our study may seem closely related to the power allocation and user clustering problem
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defined in [101]. However, the study in [101] is different from ours in three important

aspects: Firstly, the authors in [101] studied a co-located massive MIMO-NOMA system

in millimeter-wave applications while we have considered a massive MIMO-NOMA system

for both co-located and distributed structures. Second, a sum-rate maximization under

the rate requirements and the total transmit power constraints is considered in [101] in

contrast to the problem of total power minimization subject to SINR constraints in our

study. Lastly, although both studies considered a machine-learning-based approach for the

user clustering problem, we have proposed a novel clustering algorithm which successfully

overcomes the impediments of the clustering algorithm proposed in [101]. In other words,

since the proposed clustering method in [101] is based on the K-means clustering concept, it

suffers from two main problems: 1) the number of clusters must be given to the algorithm;

2) Due to the usage of Euclidean distance as the criterion to measure the correlations among

users associated with the same cluster, the proposed clustering in [101] is prone to mistake

in the presence of phase noises.
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Chapter 3

Power-Optimal Distributed
Beamforming

In this chapter, we focus on the problem of joint power allocation and beamforming design

for an asynchronous half-duplex TWR network in an OFDM system, consisting of multiple

AF relays and two OFDM-based transceivers. Aiming to satisfy QoS constraints, measured

by transceivers’ rates, we formulate a total transmission power minimization problem to

obtain the jointly optimal power allocation and distributed beamforming weights. A semi-

closed form solution is proposed for this problem. It is rigorously proven that this solution

leads to a relay selection scheme, where only those relays which contribute to the optimal tap

of the end-to-end channel impulse response can actively participate in the communication.

The remainder of this chapter is organized as follows: Section 3.1 presents our signal

model and derived expressions for the average total transmission power and the sum-rates.

Section 3.2 introduces the optimization problem and the corresponding semi-closed-form

solution. In Section 3.4, we discuss the numerical results.

3.1 Preliminaries

Consider an asynchronous TWR network in an OFDM system which consists of two transceivers,

denoted as TR1 and TR2, communicating through L AF relay nodes, as shown in Fig.3.1.

All nodes are equipped with a single antenna. The beamforming weight of the l-th AF relay

node is indicated by wl, for l = 1, 2, . . . , L. We assume no direct link exists between the
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Figure 3.1: Two-way relay network setup with two OFDM-based transceivers and L AF
relaying nodes.

two transceivers. A flat-fading channel is assumed between each transceiver and each relay

node1. We further assume channel reciprocity, i.e., the channel coefficients representing the

links between each transceiver and each relay in both directions are the same. The channel

coefficient corresponding to the link between the l-th relay and TRm is denoted by glm, for

m = 1, 2. Each transceiver employs an OFDM scheme with N sub-carriers. To enable a

bidirectional communication between the two transceivers, two time slots are needed. In

the first time slot, TR1 and TR2 simultaneously transmit their OFDM symbols toward the

relay nodes, while in the second time slot, each relay node amplifies and adjusts the phase

of the signal that relays receives during the first time slot, and broadcasts the so-obtained

signal to the two transceivers. We assume that each transceiver has the perfect knowledge of

the CSI of all transceiver-relay links, whereas it is assumed that each relay knows the local

CSI between the two transceivers and itself in order to calculate the beamforming weights

accordingly.

We assume that each relaying path, connecting the two transceivers through one of the

relays, is subject to a propagation delay which depends on the locations of that relay and

the two end-nodes. This propagation delay can be different from the propagation delay of

other relaying paths. This assumption leads to an asynchronous communication, which in

turn causes a multi-path end-to-end channel, i.e., multiple copies of the signal transmitted

1Assuming frequency-flat relay-transceiver channels has a clear application in satellite communication
where satellites act as simple amplify-and-forward relays with frequency-independent amplification factors
and where the transceiver-satellite links are frequency-flat. One can also envision applications in wireless
networks where two far part base stations rely on other base stations, which are in their line of sight, to act
as relays, thereby enabling two-way communication between those two base stations.
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by one of the transceivers will be received at the others transceivers at different times. This

multi-path phenomenon renders the end-to-end channel frequency-selective, and therefore,

causes ISI. Note that OFDM scheme is not employed at the AF relay nodes as to avoid

processing complexity at the relay nodes2.

3.1.1 Channel Model

The discrete-time equivalent end-to-end channel can be modeled as an FIR system with a

maximum order of Nc. The value of Nc is determined via dividing the maximum propagation

delay by the sampling period, Ts. Let wl denote the complex beamforming weight of the l-th

relay, while τl signifies the propagation delay of the l-th relaying path. Given the channel

reciprocity, we express the n-th tap of the end-to-end discrete-time end-to-end CIR as3

h12[n] = h21[n] = h[n] =
L∑

l=1

wlgl1gl2In(τl),

for n = 0, 1, . . . , Nc − 1 (3.1)

where In(τl) is an indicator function whose value is equal to 1, when τl ∈ ((n−1)Ts, nTs], and

zero otherwise. It follows from (3.1) that each relay contributes to only one tap of the end-to-

end CIR. That is, the l-th relay contributes to the n-th tap of h[∙], if the propagation delay τl

of the corresponding relaying path linking the two transceivers satisfies (n−1)Ts < τl ≤ nTs,

for n = 0, 1, . . . , Nc − 1. Note that the channel model in (3.1) relies on the important

assumption that the beamforming weights, i.e., wl’s, at the relay nodes are frequency-

independent. Indeed, our approach does not assume frequency-dependent processing (for

example, through OFDM processing) capability at the relays for the sake of relay simplicity.

Assuming frequency-dependent beamforming weights requires the use of OFDM reception

and transmission schemes at the relays, which results in relay complexity. Using (3.1), we

introduce the end-to-end channel tap vector h as

h = Bw . (3.2)

2The power allocation problem for an asynchronous TWR network where all the nodes including the
relays adopt the OFDM technique is studied in [39]. It is assumed in [39] that the channels between each
transceiver and each relay are frequency-selective, thereby causing ISI. To overcome this ISI necessitates
the implementation of OFDM schemes at the relays.

3See Appendix A.1 for the detail derivation of this model.
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Here, w = [w1 w2 . . . wL]T denotes L × 1 relay beamforming weight vector, and h is the

channel vector, h , [h[0] h[1] . . . h[Nc − 1] 01×(N−Nc)]
T , which is padded with N − Nc

zeros assuming N ≥ Nc. In (3.2), B is an N × L relay contribution matrix indicating the

relationship between each tap of the end-to-end CIR and the relay weights which contribute

(or subscribe) to that tap. From (3.1), for n = 0, 1, . . . , N − 1, and l = 1, 2, . . . , L, the

(n + 1, l)-th entry of B is defined as

B(n + 1, l) , gl1gl2In(τl). (3.3)

From (3.3), it can be observed that each relay can contribute to only one tap of the end-

to-end CIR h[∙]. Later, we will use the specific structure of matrix B to facilitate the

derivation of the solution to the problem that we herein consider, namely the problem of

joint sub-carrier power allocation and relay beamforming for two-way AF relay networks.

3.1.2 Signal Model

To combat the ISI incurred by the frequency-selective nature of the end-to-end channel, it

is herein assumed that TR1 and TR2 communicate using an OFDM system. Fig. 3.2 shows

the typical structure of an OFDM-based transceiver. In this figure, S/P and P/S signify

the serial-to-parallel and the parallel-to-serial conversion blocks, respectively, the N × N

matrices F and FH stand for the Discrete Fourier Transform (DFT) and the Inverse Discrete

Fourier Transform (IDFT) matrices, respectively, and Tcp and Rcp denote the Cyclic Prefix

(CP) insertion and the CP deletion matrices, respectively. We assume the information

symbols, s1[∙] and s2[∙], transmitted respectively by TR1 and TR2, have unit powers, i.e.,

E{|s1[i]|2} = E{|s2[i]|2} = 1, for i = 1, 2, . . . , N .

At the output of the S/P conversion at TRm, for m ∈ {1, 2}, the resultant N ×1 signal

vector is denoted as sm , [sm[1] sm[2] . . . sm[N ]]T . Let Pim indicate the transmission

power allocated to the i-th sub-carrier at TRm, for m ∈ {1, 2} and i ∈ {1, ..., N}. The

amplitude-adjusting matrix at TRm is defined as Am , diag{
√

Pim}Ni=1. At the transmitter

side, in order to retain the ability to remove ISI at the receiving side, a CP of length of Ncp is

added to the output of the IDFT block (given by FHAmsm), where Ncp ≥ Nc. Specifically,

define the CP insertion matrix as Tcp , [ĪT
N IT

N ]T , where ĪN is the last Ncp rows of the
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identity matrix IN . Hence, the output vector of the CP insertion operation is given by

TcpF
HAmsm, for m = 1, 2. Let M = N +Ncp denote the final length of the OFDM symbol,

given by TcpF
HAmsm, transmitted from TRm toward the relay nodes. After applying the

beamforming weights at the relays, the M×1 vector of the (time-domain) signals transmitted

by the l-th relay is given as

xl = wl

(
gl1TcpF

HA1s1 + gl2TcpF
HA2s2 + ηl

)
(3.4)

where ηl , [ηl(0) ηl(Ts) . . . ηl((M − 1)Ts)]
T is the equivalent received noise vector at the

l-th relay, with ηl(t) being the corresponding white Gaussian noise process, with zero mean

and variance of σ2. As seen from (3.4), the noise vector ηl is multiplied by the weight wl and

arrives at the transceivers. At the receiver side of TRm, after S/P conversion process, the

CP is removed from the received OFDM symbol by using the N ×M CP deletion matrix,

defined as Rcp , [0N×Ncp IN ]. The N × 1 received signals vector at the output of DFT

block at TRm, for m = 1, 2, can be written as

ym = AmHmmsm + Am̄Hm̄msm̄ + FRcpnm (3.5)

where we define m̄ = 2, if m = 1, and m̄ = 1, if m = 2, nm denotes the M × 1 equivalent

noise vector4 received at TRm, matrix Hm̄m = Hmm̄ , diag{Fh} is a diagonal matrix of

the Fourier transform of the channel vector h defined in (3.2), Hmm is a diagonal matrix of

the Fourier transform of the equivalent channel impulse from TRm to the relays and from

the relays back to TRm, for m ∈ {1, 2}. As a result, the first term in (3.5) is known as

the self-interference term at TRm. Using the perfect knowledge of CSI, each transceiver

can cancel its own self-interference term from the received signal ym. As a result, after the

self-interference cancellation at TRm, the resulting signal vector ỹm can be expressed as

ỹm = ym −AmHmmsm = Am̄Hm̄msm̄ + FRcpnm , for m ∈ {1, 2}. (3.6)

Total Average Transmit Power and Sum-rate Expressions: In this work,

we consider the total transmission power minimization subject to the sum-rate constraints

4Note that this noise is the superposition of the receiver’s measurement noise and the relay measurement
noises after they are amplified at the relay and they are attenuated by the relay-transceiver channels. For
further details on the noise modeling, please see [16].
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Figure 3.2: Block diagram of the OFDM-based transceiver TRm, m = 1, 2.

at each transceiver over the considered TWR network. In this section, we present the

expressions of the total transmission power and the sum-rate at each transceiver as derived

in [16]. Let pm = [P1m P2m . . . PNm]T be an N × 1 vector of transmission powers over the

OFDM sub-carriers at TRm. The total average transmission power in the TWR network is

the sum of the average transmit powers at both transceivers and the average transmission

power of the L relay nodes. While the average transmission power at TRm is equal to 1T pm

N
,

for m ∈ {1, 2}, the average transmission power at the l-th relay, denoted by Pl, can be easily

derived from (3.4) as

Pl =
E{xH

l xl}
M

=
|wl|2

N

(
|gl1|

21Tp1+|gl2|
21Tp2+σ2N

)

and then the total average transmission power over all relay nodes, denoted as Pr, can be

written as

Pr =
1Tp1

N
wHD1w +

1Tp2

N
wHD2w + σ2wHw (3.7)

where Dm is a diagonal matrix whose l-th diagonal element is given by Dm(l, l) = |glm|2,

for m ∈ {1, 2}. Therefore, the expression for the total average transmission power over the

TWR network is given by

PT =
2∑

m=1

1Tpm

N

(
1 + wHDmw

)
+ σ2wHw. (3.8)

The achievable sum-rate over N sub-carriers at TRm, for m = 1, 2, is given by

Rm(pm̄,w) =
N∑

i=1

0.5 log2(1 + SNRim), (3.9)
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where SNRim denotes the received SNR over the i-th sub-carrier at TRm. We now derive

an expression for SNRim, for m = 1, 2. Using (3.6), we obtain the average power of the

signal component over the i-th sub-carrier, received at TRm, denoted as P s
im, as

P s
im = NPim̄|f

H
i Bw|2 (3.10)

where fi = N− 1
2 [1 exp( j2π(i−1)

N
) . . . exp( j2π(i−1)(N−1)

N
]T is the i-th Vandermonde column

vector of the IDFT matrix FH . Likewise, the average power of the noise component received

at TRm over the i-th sub-carrier, denoted as P n
im, can be obtained as [16]

P n
im = σ2(1 + wHDmw). (3.11)

From (3.10) and (3.11), SNRim can be formulated, for m = 1, 2, as

SNRim =
NPim̄|fH

i Bw|2

σ2(1 + wHDmw)
, for i = 1, 2, . . . , N. (3.12)

Ultimately, inserting (3.12) into (3.9) yields the achievable sum-rate over N sub-carriers at

TR1 and TR2, respectively.

3.2 Total Transmit Power Minimization

We aim to minimize the average total transmission power (given in (3.8)) consumed in the

entire network, while the achievable transmission rates, given in (3.9) are satisfying the

minimum rate requirements, i.e., R1(p2,w) ≥ r1 and R2(p1,w) ≥ r2, where r1 and r2 are

the required threshold rate values at TR1 and TR2, respectively. This minimization problem

is formulated as

min.
w

min.
p1�0
p2�0

PT , s.t. Rm(pm̄,w) ≥ rm, for m = 1, 2 (3.13)

We now show that at the optimum, the inequality constraints in (3.13) are satisfied with

equality, i.e., R1(p2,w) = r1 and R2(p1,w) = r2. To do so, let us assume that at the

optimum, any of the two inequality constraints is satisfied with strict inequality, that is

R1(p2,w) > r1 and/or R2(p1,w) > r2. We can reduce the value of one of the entries of the

optimal power p1 and/or p2 such that R2(p1,w) and/or R1(p2,w) are still greater than
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r2 and r1, respectively. However, these new values of p1 and/or p2 result in a lower value

of the objective function, thereby, contradicting the optimality. Hence, the optimization

problem (OP) in (3.13) can be rewritten as

min.
w

min.
p1�0
p2�0

PT , s.t. Rm(pm̄,w) = rm, for m = 1, 2 (3.14)

Using (3.8) and (3.9), we can rewrite the OP (3.14) as

min.
w

min.
p1�0
p2�0

2∑

m=1

1Tpm

N

(
1 + wHDmw

)
+ σ2wHw

s.t.
N∑

i=1

0.5 log2(1 + SNRim) = rm, for m = 1, 2 . (3.15)

To solve (3.15), we first consider the inner minimization in (3.15) and aim to find the optimal

values of p1 and p2 for a fixed w. We then tackle the outer minimization problem5.

3.2.1 Power Allocation Problem

For any fixed w, the inner minimization in (3.15) amounts to solving two separate OPs:

one for obtaining p1, and one for obtaining p2. With the SNR expression in (3.12), the OP,

which yields the optimal value of p1 for any fixed w, is formulated as

min.
p1�0

1Tp1

N

(
1 + wHD1w

)

s.t.
N∑

i=1

0.5 log2

(

1 +
NPi1|fH

i Bw|2

σ2(1 + wHD2w)

)

= r2. (3.16)

By ignoring the inequality constraint p1 � 0, the relaxed OP

min.
p1

1Tp1

N

(
1 + wHD1w

)

s.t.
N∑

i=1

0.5 log2

(

1 +
NPi1|fH

i Bw|2

σ2(1 + wHD2w)

)

= r2. (3.17)

can be solved using the Lagrange multipliers method, for the minimization problem (3.17)

has only one equality constraint. We will later show that ignoring p1 � 0 will not cause

5Note that this approach does not cause any loss of optimality, see Page 133 of [102].
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any loss of the optimality. To this end, the Lagrange function L(p1, γ) is defined as

L(p1, γ) ,
1Tp1

N

(
1 + wHD1w

)
+

γ

[

r2 −
N∑

i=1

0.5 log2(1 +
NPi1|fH

i Bw|2

σ2(1 + wHD2w)
)

]

(3.18)

where γ is the Lagrange multiplier. Differentiating (3.18) with respect to Pi1 and equating

the derivative to zero yields the i-th sub-carrier power at TR1, Pi1, as a function of γ, as

Pi1 =
γN

2 ln 2(1 + wHD1w)
−

1

βi(w)
(3.19)

where we define βi(w) ,
N |fH

i Bw|2

σ2(1 + wHD2w)
. To find γ, we insert (3.19) back into the

constraint in (3.16) and obtain (see Appendix A.2 for more details)

γ = Γ(w)

(
22r2

∏N
i=1 |f

H
i Bw|2

) 1
N

(3.20)

where the following definition is used: Γ(w) ,
2 ln 2(1 + wHD1w)(1 + wHD2w)σ2

N2
. There-

fore, the power Pi1 on the i-th sub-carrier power at TR1 can be obtained by inserting (3.20)

into (3.19), and is thus given by (see Appendix A.3 for more details)

Pi1=
σ2(1 + wHD2w)

N






2
2r2
N

[∏N
i=1 |f

H
i Bw|2

] 1
N

−
1

|fH
i Bw|2




 . (3.21)

To further simplify (3.21), we use the following lemma.

Lemma 3.2.1. At the optimum of the minimization problem (3.14), the equality |fH
i Bw| =

|fH
j Bw| holds true for any i and j.

Proof. See Appendix A.4.

Lemma 3.2.1 implies that, the optimal beamforming weight vector w belongs to the

set W , {w
∣
∣ |fH

i Bw| = |fH
j Bw|, for i 6= j}. Therefore, without any loss of optimality, we

can restrict the relay beamforming weights to the set W . We can also use Lemma 3.2.1 to
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write (3.21) as

Pi1 =
α2(w)

N

(
2

2r2
N − 1

|fH
i Bw|2

)

(3.22)

where we define α2(w) , σ2(1 + wHD2w). Based on Lemma.3.2.1, at the optimum of the

relaxed problem (3.17), the following equality holds true:

|fH
j Bw|2 =

1

N

N∑

i=1

|fH
i Bw|2 , for j ∈ {1, 2, . . . , N}. (3.23)

Using Parseval’s theorem [103], we can write

N∑

i=1

∣
∣fH

i Bw
∣
∣2 = ‖Bw‖2. (3.24)

Therefore, using (3.23) and (3.24), we further simplify (3.22) as

Pi1 = α2(w)

(
2

2r2
N − 1

‖Bw‖2

)

. (3.25)

Similarly, the transmission power Pi2 over the i-th sub-carrier at TR2, can be obtained as

Pi2 = α1(w)

(
2

2r1
N − 1

‖Bw‖2

)

(3.26)

where α1(w) , σ2(1 + wHD1w). Note that since the rate thresholds r1 and r2 are positive

values, the sub-carriers’ powers are always positive, and therefore, the relaxations of p1 � 0

and p2 � 0 have not caused any loss of the optimality. Also, note that all sub-carriers

at each transceiver receive the same level of power as Pi1 and Pi2 in (3.25) and (3.26) are

independent of the sub-carrier index of i.

3.2.2 Distributed Beamforming Design

We now focus on the outer minimization in (3.15). To find the relay beamforming weight

vector w, we use (3.25) and (3.26) to write the sum of the transmission powers over sub-

carriers at TRm as

1Tpm = Nαm̄(w)(2
2rm̄
N − 1)(‖Bw‖2)−1 (3.27)
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Based on (3.27) the OP (3.15) can be expressed as

min.
w∈W

σ2(1 + wHD1w)(1 + wHD2w)

‖Bw‖2
(β1 + β2) + σ2wHw (3.28)

where βj , 2
2rj
N −1, for j = 1, 2. For any w ∈ W , it is proved in [16,39] that the end-to-end

CIR h[∙] will have only one non-zero tap. This in turn implies that at the optimum, the

end-to-end channel is frequency-flat. This result amounts to a relay selection scheme in

which the corresponding relays contributing to the zero taps of the end-to-end CIR will be

switched off, and only those relays which contribute to that single non-zero tap should be

turned on. From the specific structure of the matrix B in (3.3), we know that each relay

can only contribute to one tap of the end-to-end CIR h[∙]. Let Un denote the set of those

values of w which result in h[n] being non-zero, while all other taps are zero. That is

Un ,{w|h[n] 6= 0, h[k] = 0, for k ∈ {0, 1, . . . , N − 1}\{n}}

If no relay contributes to the n-th tap of the end-to-end CIR h[∙], Un will be empty. In light

of the fact that no relay can contribute to more than one tap of h[∙], the sets of {Un}
N−1
n=0

are mutually exclusive, i.e., Un

⋂
Un′ = ∅ for n 6= n′. Let N be the set of those values of n

for which Un is not empty, i.e., N = {0 ≤ n ≤ N − 1| Un 6= ∅}. Then, the feasible set W of

the beamforming weight vectors can be expressed as

W =
⋃

n∈N

Un. (3.29)

It follows from (3.29) that the OP in (3.28) can be separately solved for each n ∈ N . More

specifically, using (3.29), we can rewrite the OP in (3.28) as

min.
n∈N

min.
w∈Un

σ2(1 + wHD1w)(1 + wHD2w)

‖Bw‖2
(β1 + β2) +

σ2wHw. (3.30)

In other words, solving the OP in (3.28) amounts to first solving |N | subproblems. Each

subproblem provides a beamforming weight vector w. Then, the optimal beamforming

weight vector is the one, among the solution to these subproblems, which leads to the

smallest value of the total transmission power in the TWR network.
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We now modify the vectors and matrices within the objective function in (3.30) such

that this objective function can be rewritten in terms of the active relay nodes at the n-th

tap of h[∙], for n ∈ N . Let wn stand for the beamforming weight vector of those relays

which contribute to the n-th tap of h[∙]. Furthermore, we define bn as the Ln × 1 vector

of the non-zero elements of the (n + 1)-th column of the matrix BH , where Ln denotes the

number of relays which contribute to the n-th tap of h[∙], for n ∈ N . We can then write

‖Bw‖2 = wHBHBw = wH
n bnb

H
n wn. Also, let D

(n)
m , for m ∈ {1, 2}, be a diagonal matrix

whose diagonal elements are the subset of the diagonal entries of Dm corresponding to the

active relays at the n-th tap of the end-to-end CIR, for n ∈ N . Defining the objective

function in (3.30) as

fn(wn) ,
σ2(1 + wH

n D
(n)
1 wn)(1 + wH

n D
(n)
2 wn)

wH
n bnbH

n wn

(β1 + β2) + σ2wH
n wn, (3.31)

we can rewrite the minimization in (3.30) as

min.
n∈N

min.
wn

fn(wn) . (3.32)

Note that the inner minimization problem in (3.32) amounts to a total transmission power

minimization problem for a subnetwork of those relays which are associated with h[n], for

n ∈ N , see [17, 34]. For such a synchronous subnetwork, assuming that the selected relays

are switched on and the rest of the relays switched off, the end-to-end CIR h[∙] becomes

frequency-flat. The inner minimization in (3.32) has a well-known semi-closed-form solution

which is given in [17]. To present this semi-closed-form solution, we define the function

hn(z), for n ∈ N , as

hn(z) , 1− (β1 + β2)
z−2 − λuH

n (z)D
(n)
1 un(z)

λ2uH
n (z)(zD

(n)
1 + ILn)un(z)

. (3.33)

where we define

un(z) ,
(
(β1 + β2)D

(n)
2 + λ(zD

(n)
1 + ILn)

)−1

bn (3.34)

In (3.33), z belongs to the interval

(
β1+β2

‖g(n)
1 ‖2

, +∞

)

, g
(n)
1 is the Ln × 1 vector defined as

g
(n)
1 , [g

(n)
11 g

(n)
21 . . . g

(n)
Ln1]

T , g
(n)
l1 denotes the channel coefficient between TR1 and the
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l-th relay which contributes to the n-th tap of h[n] , for l ∈ {1, . . . , Ln}, and for any given

parameter z ∈

(
β1+β2

‖g(n)
1 ‖2

, +∞

)

, the parameter λ is obtained as the provably unique positive

solution [17] to the following non-linear equation:

Ln∑

l=1

z|g(n)
l1 g

(n)
l2 |

2

(β1 + β2)|g
(n)
l2 |

2 + λ(z|g(n)
l1 |

2 + 1)
= 1 (3.35)

where g
(n)
l2 is the channel coefficient between TR2 and the l-th relay which contributes

to the n-th tap of the end-to-end CIR, for l ∈ {1, . . . , Ln} and n ∈ N . For any given

z ∈

(
β1+β2

‖g(n)
1 ‖2

, +∞

)

, a simple Newton-Raphson method can be used to find λ as the unique

solution of the equation in (3.35). In other words, the parameter λ is a function of the

parameter z. For the so-obtained λ, the provably unique positive root of the function hn(z)

defined in (3.33) can be calculated using a simple Newton-Raphson method. Let zn denote

the unique positive root of the function hn(z). Define λn as the value of λ obtained by

solving (3.35) when z is replaced with zn. Given the parameters zn and λn, the optimal

solution for the relay beamforming problem is given as

wo
n =

√
(β1 + β2)

knλn

un(zn) (3.36)

where wo
n denotes the optimal value of wn, while βm , (2

2rm
N − 1), for m ∈ {1, 2}, and kn

is defined as

kn = uH
n (zn)(znD

(n)
1 + ILn)un(z). (3.37)

For the given set of optimal beamforming weight vectors, {wo
n}n∈N , we can find the optimal

tap of h[∙], denoted as nopt, which yields the minimum total transmission power. Indeed,

from (3.32), the optimal tap nopt can is given by

nopt = arg min.
n∈N

fn(wo
n). (3.38)

Note that for the optimal tap nopt, the indices of the non-zero elements in the (nopt + 1)-th

row of B determine which relay nodes contribute to the optimal tap and thus must be

activated. Let wopt denote the L× 1 optimal beamforming weight vector for all relay nodes

in the TWR network. We now explain how wopt can be constructed from wo
nopt

. For those
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relay nodes which subscribe to the optimal tap nopt, the corresponding entries in wopt are

equal to the corresponding entries in wo
nopt

. For those relay nodes which do not contribute

the optimal tap nopt, the corresponding entries in wopt are zero. Given the optimal relay

beamforming weight vector wopt, the optimal transmission power over the i-th sub-carrier

in (3.25) at TRm, denoted as P o
im can be given as

P o
im =

σ2βm̄(wH
optDm̄wopt + 1)

‖Bwopt‖2
(3.39)

As mentioned earlier, at the optimum, the power is equally distributed among all sub-carriers

of each transceiver. Our proposed semi-closed-form solution to the total transmission power

minimization in (3.14) for the OFDM-based asynchronous bidirectional relay network under

the sum-rate constraints can be summarized as in Algorithm 1.

3.3 Remarks

The following remarks are in order.

Remark 1: We now show that the proposed scheme can be implemented in a dis-

tributed manner. As the two transceivers are assumed to have the global CSI knowledge,

each transceiver can use (3.36)-(3.39) to obtain the design parameters. One of the two

transceivers can then send three parameters, namely κnopt , znopt , and λnopt to all the active

relays (i.e., those relays which contribute to the tap nopt of the end-to-end CIR). Each of

the Lnopt active relays can then use these three parameters along with its own local channel

state information in (3.36) with n = nopt, to obtain its own beamforming weight. To further

clarify this point, note that in (3.36) with n = nopt, the matrix D
(nopt)
m , for m = 1, 2, is a

diagonal matrix with its l-th diagonal entry being the amplitude squared of the channel

coefficient between Transceiver m and the l-th relay which contributes to tap nopt of the

end-to-end CIR, for l = 1, 2, . . . , Lnopt . Also, the l-th entry of the vector bnopt is the product

of the channel coefficients corresponding to the two links between the two transceivers and

the l-th relay which contributes to tap nopt of the end-to-end CIR, for l = 1, 2, . . . , Lnopt . As

such, the l-th active relay can obtain its own beamforming vector using its own local CSI

along with the three parameters κnopt , znopt , and λnopt .
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Algorithm 1 The proposed method

1. Define β1 , (2
2r1
N − 1) and β2 , (2

2r2
N − 1). Set n = 0.

2. If no relay contributes to the n-th tap of the end-to-end CIR (i.e., if the (n + 1)-th
row of the matrix B is zero), go to Step 9.

3. Let bn denote Ln×1 vector of the non-zero entries of the (n+1)-th column of the BH ,
where Ln is the number of non-zero entries in the (n + 1)-th column of BH . Also, for

m ∈ {1, 2}, let D
(n)
m be an Ln×Ln diagonal matrix whose diagonal entries are a subset

of the non-zero diagonal entries of Dm corresponding to those relays which contribute
to the n-th tap of the end-to-end CIR. For m ∈ {1, 2}, let g

(n)
lm signify the channel

coefficient between TRm and the l-th relay which contributes to the n-th tap of the
end-to-end CIR, for l ∈ {1, . . . , Ln}. Define the Ln×1 vector of all channel coefficients

between TR1 and those relays which subscribe to h[n] as g
(n)
1 , [g

(n)
11 g

(n)
21 . . . g

(n)
Ln1]

T .

4. Define the function hn(z) as in (3.33), where for any z ∈

(
β1+β2

‖g(n)
1 ‖2

, +∞

)

, the parameter

λ is obtained, using Newton-Raphson method, as the unique positive root of the non-
linear equation in (3.35).

5. Use the Newton-Raphson method to obtain zn as the unique positive root of hn(z) in

the interval

(
β1+β2

‖g(n)
1 ‖2

, +∞

)

.

6. Calculate kn as in (3.37).

7. Obtain the value of the weight vector wo
n as in (3.36).

8. Use (3.31) to calculate fn(wo
n) .

9. Set n = n + 1; if n ≤ N − 1 go to Step 2; otherwise, go to the next step.

10. Find the optimal value of the end-to-end CIR tap, nopt over all n ∈ N , i.e., the value
of n corresponding to the minimum value of fn(wo

n)

nopt = arg min.
n∈N

fn(wo
n)

11. Denote the L × 1 optimal beamforming weight vector with wopt, where for those
relay nodes which are associated with the optimal tap nopt of the end-to-end CIR,
the corresponding entries in wopt are equal to the corresponding entries in wo

nopt
, and

the rest of the entries in wopt are zero, indicating those relay nodes which do not
contribute the optimal tap nopt.

12. For the optimal beamforming weight vector wopt, calculate the i-th sub-carrier optimal
transmission power at TR1 and TR2 as in (3.39).
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Remark 2: To assess the computational complexity of our proposed power-optimal

solution, we note that one first has to calculate the values of zn and λn, for any n ∈ N .

For any n, the proposed technique involves obtaining zn, as the unique positive root of

(3.33) in the interval

(
β1+β2

‖g(n)
1 ‖2

, +∞

)

, using a simple Newton-Raphson algorithm. In each

iteration of this algorithm, one has to calculate λ as the unique positive root of (3.35) for

any given value of z in the interval

(
β1+β2

‖g(n)
1 ‖2

, +∞

)

, using a Newton-Raphson algorithm.

The Newton-Raphson techniques converge very quickly [102] with the number of iterations

in these two methods being insensitive to the problem under consideration [102]. Hence,

the main computational burden of the proposed algorithm resides in evaluating the left-

hand sides of (3.33) and (3.35). Since the size of bn is Ln × 1 and D
(n)
1 and D

(n)
2 are

Ln × Ln diagonal matrices, the complexity of computing the quadratic terms in (3.33) is

O(Ln). The computational complexity of calculating the left-hand side of (3.35) is also

O(Ln). Thus, the computational complexity of obtaining zn is O(Ln), so is the complexity

of calculating λn. One can easily see that the computational complexity of calculating wo
n

using (3.36) and (3.37) is also O(Ln). Consequently, for any value of n ∈ N , evaluating

the cost function fn(wo
n) in (3.31) has a computational complexity O(Ln) . Therefore, the

worst-case computational complexity of solving (3.38) is max
n∈N
O(Ln). Since a maximum of

L relays can contribute to tap n of the end-to-end CIR (i.e., Ln ≤ L ), we can conclude that

the worst-case computational complexity of the proposed algorithm is O(L). It is worth

noting that the maximum number of possible values of n, i.e., |N | is equal to the number

of the relays L. In fact, when no two relays subscribe to the same tap, that is, when each

relay is associated with a distinct tap of h[∙], then the number of possible values of n, i.e.,

|N | is equal to L. If, on the other hand, all relays are associated with the same tap of h[∙],

then the number of possible values of n is equal to 1, as set N has only one element. As a

result, number of points in the search space of the minimization problem (3.38) ranges from

1 to L.

Remark 3: Note that in this work, the underlying transmission is using a multi-

carrier system, while the network studied in [44] is a single-carrier system. Because of this

difference, the total power minimization in this work (i.e., (3.13)) requires the optimization

of power allocation over 2N sub-carriers at the two transceivers, while the total power
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minimization problem in [44] is carried out by directly optimizing the transmission powers

at the two transceivers (in addition to relay beamforming weight vector). One would expect

that the multi-carrier scheme considered here consumes less power, as compared with the

single-carrier scheme in [44], due to the additional degrees of freedom offered by the multi-

carrier scheme. Nevertheless, comparing the algorithm presented here with the technique

derived in [44], one can observe that the optimized powers and the resulting techniques are

identical (except for the use of DFT and IDFT in the multi-carrier scheme). Thus, both

techniques consume the same amount of power for the same channel realizations and the

same required rate thresholds. Indeed, the total power minimization problem for the single-

carrier system of [44] is also simplified as the optimization problem (3.32). This is due to

the fact that in both systems, the end-to-end channel is active, meaning that the channel

itself is subject to optimal design6. Since in the multi-carrier scheme, the optimal end-to-

end channel is frequency-flat, the power loading across subcarriers becomes uniform. In the

single-carrier scheme, the optimal end-to-end channel is also frequency-flat. As such, in both

systems, the power-optimal relay selection techniques lead to the selection of the same set of

the relays, with beamforming weights that are identical in both approaches. Note however

that it was neither obvious nor straightforward to show the equivalence between the two

systems. We had to go through the power allocation optimization presented in this study to

obtain this result, thereby showing that in multi-carrier systems the optimized end-to-end

channel is indeed frequency-flat. Our analyses and derivations prove that OFDM may not be

needed as a means to diagonalize (or equalize) the end-to-end channel. Nevertheless, legacy

transceiver systems would still rely on OFDM signaling. Also, to allow the co-existence of

this scheme with other OFDM based schemes, orthogonal frequency division multiple access

(OFDMA) appears to be a reasonable solution, thereby justifying the use of OFDM in the

considered communications scheme.

Remark 4: It is worth mentioning that the scenario of relay-assisted communication

with frequency-selective relay-transceiver channels has already been studied in the multi-

carrier scheme of [39] and in the single-carrier approach of [20, 21]. Considering a total

6 Indeed, a relay channel belongs to the class of active channels, where the channel behavior can be
adjusted for optimal performance. For more information on active channel design, we refer our reader
to [104–106].
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power minimization problem, the study in [39] led to a two-step iterative algorithm: in

the first step, the target subcarrier sum-rates at the two transceivers are fixed, and then,

the beamforming weight vectors and transceivers’ transmit powers at each subcarrier are

obtained in semi-closed forms. In the second step, the optimal values of the target subcarrier

sum-rates at the two transceivers are obtained, using a water-filling type of solution, for the

beamforming weight vectors and transceivers’ transmit powers obtained in the first step.

This two-step iterative technique is repeated until convergence is achieved. Unfortunately,

this algorithm can quickly trap in a local minimum due to the water-filling nature of the

second step. Indeed, those subcarriers which will be assigned zero powers in the water-filling

step at any iteration, will not receive any power in the remaining iterations, thus trapping

in a suboptimal solution which can be far from the optimal solution.

The investigation in [21] assumed a single-carrier distributed equalization scheme, where

the burden of equalization of the end-to-end channel is shared among the relays. In this

scheme, each relay employs an FIR filter, while the transceivers resort to a symbol-by-

symbol detector, treating ISI as noise. The power minimization problem, in this case, leads

to a solution which consists of a two-dimensional search over a grid that covers all possible

values of transceiver powers and a second-order cone programming problem over each vertex

of this grid. This solution is computationally expensive even for grids with moderate sizes

and suffers from the finite resolution of the grid. More importantly, this solution assumes a

fixed delay for the end-to-end channel, which appears to be suboptimal [18, 42].

Remark 5: In [38], the problem of jointly optimal design of linear pre-, post-channel

equalizers and relay beamforming has been studied using minimization of the total mean

squared error (MSE) under a total power budget constraint. This study rigorously proves

that the total MSE is minimized when 1) the end to end channel has only one non-zero tap

and 2) the pre-channel equalizers (i.e., pre-coding matrices) used at the transmitter front-

end of the two transceivers are unitary. The latter condition implies that the single-carrier

scheme of [13] (with the identity matrix used as pre-coding matrices) and multi-carrier

schemes (with IDFT matrix employed as pre-coding matrices) are two optimal solutions

to the power-constrained total MSE minimization approach. In this chapter, considering

a multi-carrier scheme (with IDFT and DFT matrices acting as pre- and post-channel
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linear block equalizers), we used a different design approach, namely rate-constrained total

power minimization technique, to design a two-way relay network. Note however that the

results of [38] cannot be used in this study for two reasons: 1) we are herein interested

in rate-constrained total power minimization, while the results of [38] hold true for power-

constrained total MSE minimization. 2) Here, we are not interested in the design of pre-

and post-channel linear block equalizers as they are fixed, rather we are looking for optimal

relay beamforming weight and subcarrier power allocation at the two transceivers, while

the goal in [38] is the design of jointly optimal linear pre-, post-channel equalizers and

relay beamforming weights. Interestingly, the two approaches lead to the same result: the

end-to-end channel must has only one non-zero tap. However, in this study, the optimal

non-zero tap depends on the minimum required rates, while in [38], the optimal non-zero

tap is a function of the total power budget. It is also worth mentioning that the study in [37]

assumes linear pre-channel linear block equalizers without any post-channel equalizer and

aims to design the power allocation of the two transceiver and relay beamforming weights

using a power-constrained total MSE minimization – which is different from our approach in

this work. The end result in [37] is a single-carrier, while our scheme here is a multi-carrier

technique. Interestingly, the optimal end-to-end channel in [37] is also single-tap, but the

power allocation and beamforming weights of [37] is different from what we derived in this

chapter.

3.4 Numerical Results

In this section, the performance of the proposed algorithm is numerically evaluated for

an asynchronous TWR network. We consider a TWR network consisting of two fixed

transceivers which employ the OFDM scheme with N sub-carriers and communicate through

L relay nodes. The two transceivers are assumed to be 2 km apart and are fixed at the

Cartesian coordinates of (−1000, 0) m and (1000, 0) m. The L relay nodes are randomly

distributed, according to a uniform distribution, over a rectangular area of 1 km × 1 km

centered around the middle point, (0, 0) m. The propagation delay τl, of the l-th relaying

path connecting the two transceivers through the l-th relay is calculated according to the

distance of the l-th relay node from each of the transceivers, for l = 1, . . . , L. We assume flat-

53



0 0.5 1 1.5 2 2.5
10

15

20

25

30

35

40

45

Proposed Agorithm L = 10
RS Scheme L = 10
Proposed Agorithm L = 100
RS Scheme L = 100

(r1 + r2)/N (bits/channel use)

T
ot

al
T
ra

n
sm

it
P
ow

er
(d

B
m

)

Figure 3.3: The power consumption performance using N = 1024.

fading channels between each relay and each transceiver. To model the large scale fading,

we adopt the LTE standard with the path loss factor of 3.8 and the shadowing standard

deviation of 8 dB. The shadowing is assumed to be independent and identically distributed

(i.i.d.) among the nodes. The small-scale Rayleigh fading coefficients are modeled as i.i.d.

complex circularly symmetric Gaussian random variables with zero mean and unit-variance.

The received noise at the relays and at the transceivers are modeled as zero-mean white

Gaussian random variables with variance σ2 = −174 + 10 log(B) = −104 dBm, which

corresponds to the noise level for 10 MHz transmission bandwidth. The transmission carrier

frequency is set to 2.3 GHz. An equal rate threshold is considered at the two transceivers,

r1 = r2 = r.

In Fig. 3.3, the performance of our proposed algorithm is compared with the perfor-

mance of a simple relay selection (RS) scheme. The RS scheme opts for the best relaying

path which results in the minimum transmission power among all relaying paths. On the

other hand, in the proposed algorithm, at the optimum, a subset of relays contributing to

the optimal tap of the end-to-end CIR is chosen, effectively forming a synchronous relay

sub-network, and the rest of the relays will not participate in signal relaying. Fig. 3.3

demonstrates the optimal total transmission power averaged over 100 realizations of the

relay locations versus the sum-rate thresholds, with N = 1024 sub-carriers. Two TWR

networks with L = 10 and 100 relay nodes are considered for each method. It can be
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Figure 3.4: The effect of using different number of relay nodes on power consumption

seen from Fig. 3.3 that for the same number of relay nodes, L = 10 or 100, our proposed

algorithm outperforms the RS scheme in terms of the minimum total transmission power

consumed over the network. Furthermore, it follows from Fig. 3.3 that the higher the num-

ber of the relay nodes is, the more power saving our algorithm offers, as compared with

the RS scheme. For example, at the sum-rate of (r1 + r2)/N = 1 (bit/channel use), for

L = 10 relay nodes, the minimum total transmission power obtained by the RS scheme and

our proposed algorithm are about 38.5 dBm and 37.8 dBm, respectively, which amounts to

about 0.7 dB power saving by our algorithm. However, for L = 100 relay nodes, and at the

same sum-rate, the minimum total transmission power achieved by the RS scheme and our

proposed algorithm are respectively about 30.5 dBm and 28.1 dBm, and thus the power

saving of our algorithm is increased to 2.4 dB. This observation can be explained by the fact

that the proposed method benefits from spatial diversity of the relays. Moreover, at the

optimum, all those relays which contribute to the optimal tap of the end-to-end CIR will be

engaged in information exchange between the transceivers, as opposed to the RS scheme,

where only one relay (which leads to the minimum transmission power among all relays) is

involved in the communication between the transceivers. As a result, the more relay nodes

exist in the effective synchronous relay sub-network, the higher degree of diversities can be

achieved.

Fig. 3.4 illustrates the relationship between the total transmission power and the num-

55



0 0.5 1 1.5 2
0

5

10

15

20

25

30

35

40

(r1 + r2)/N (bits/channel use)

A
ve

ra
ge

N
u
m

b
er

of
A

ct
iv

e
R

el
ay

s

Network with L = 10
Network with L = 40
Network with L = 60
Network with L = 100

Figure 3.5: A comparison between the number of available relays and the averaged number
of active relays versus the sum-rate thresholds.

ber of the relay nodes under the proposed algorithm and the RS scheme. Transceivers use

N = 1024 sub-carriers, and the equal rate threshold at TR1 and TR2 is r = r1 = r2 = 1100

bits per OFDM symbol. It can be seen from Fig. 3.4 that by increasing the number of relays,

our proposed algorithm increasingly outperforms the RS scheme. For example, increasing

the number of relays from L = 50 to L = 100 will increase the power consumption gap

between our proposed algorithm and the RS scheme from 2.1 dB and 2.9 dB. Fig. 3.4 can

provide insights into the application of the large-scale relay networks, where a large number

of relay nodes is used in a distributed fashion. Note that for a TWR network with L relay

nodes, typically only a small portion of the relay nodes contributing to the optimal tap of

the end-to-end CIR takes part in the communication between the transceivers. To elucidate

the aforementioned point, in Fig. 3.5, we compare the average number of active relays in

the TWR network versus the sum-rate thresholds for L = 10, 40, 60, and 100 relay nodes.

As shown in Fig. 3.5, the average number of relay nodes which contribute to the optimal

tap of the end-to-end CIR, over all relay location realizations, is much less than the total

number the relay nodes, L in the network. In fact, Fig. 3.5 reveals that on average, about

25% to 28% of the relay nodes are active, regardless of the actual number of relay nodes

in the network. Moreover, the average number of active relays for a fixed L does not vary

considerably with different sum-rate thresholds. For instance, for the TWR network with
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Figure 3.6: Percentage of the scenarios where the n-th channel tap is selected at r1 = r2 =
1100 bits.

L = 60, on average, only 14 to 15 relay nodes actively participate in the data transmission

between TR1 and TR2, and this average number will approximately remain the same for all

sum-rate threshold values considered.

Fig. 3.6 depicts the percentage of the scenarios when the n-th tap of the end-to-end

CIR is selected among 1000 realizations. The distribution is plotted for the TWR network

with L = 10, 20, 50 and 100 relay nodes. The rate threshold is r1 = r2 = 1100 bits per

OFDM symbol. Note that those relays which contribute to the 67-th tap of the end-to-end

CIR, cause the shortest relaying delay between the transceivers. In contrast, those relays

which contribute to the last tap of the end-to-end CIR are the farthest away from the

transceivers. It can be seen from Fig. 3.6 that the 67-th tap of the end-to-end CIR has

the highest chance to be the optimal tap. This result substantiates the intuitive judgement

that the shortest relaying path has the highest chance of being selected among all other

relaying paths. Moreover, as shown in Fig. 3.6, by increasing the number of relays, the

chance of the 67-th tap being selected will increase. One reason for this phenomenon is

because of the channel hardening effect as the number of relay nodes increases. However,

for the TWR networks with a smaller number of relay nodes such as L = 10 and L = 20, the

overall percentage of times when the end-to-end CIR taps other than Tap 67 are selected,

outweighs the percentage of times when the shortest path, i.e., the 67-th tap, is selected.
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Figure 3.7: Average rate loss for different values of system bandwidth versus (r1 + r2)/N
for N = 128.

For example, in the case of L = 10, the chance of the 67-th tap index being selected is

only 44%, while the overall chance of the other taps being chosen is 56%. This means that,

counter to the intuition that the relays closest to the LoS should always be selected, for

sparse TWR networks, with a relatively small number of relay nodes, the chance that such

relays would be optimal is less than 50%.

In our last experiment, we examine the effect of band-limiting transmit and receive

filters on the proposed solution. In our model derivation, we assumed that those filters have

infinite bandwidths. While such an assumption often appears in the literature, we under-

stand that finite-bandwidth transmit and receive filters would lead to Gibbs phenomena,

which could result in relays having minor effects on taps other than the main tap they are

contributing to. We now show through numerical simulations how this phenomenon affects

the performance of the proposed method. Fig. 3.7 shows the percentage of the average rate

loss for different bandwidths of the system (dictated by the bandlimiting filters) for L = 20

and N = 128 and based on a communication bandwidth of 10 MHz. As can be seen from

this figure with 10% guard band (bandwidth of 11 MHz), the loss is only 8% at high rate

rates. As the system bandwidth is further increased, this loss is further reduced. In an

ideal situation, where the bandwidth of the system is infinity, this loss is 0, as shown by

our analytical derivation in this study. The highest value of rate loss percentage is about
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17% for a system bandwidth of 11-12 MHz. Such a performance loss can be compensated

for, in the proposed method, by over-constraining the rates by the amount of rate loss.

Our numerical experiments show that with 10% guard band, such over-constraining would

result in 0.56 dB to 1.86 dB increase in total power consumption for the range of sum-rates

shown in Fig. 3.7 . This is a price that has to be paid in order to take advantage of the

computational simplicity of the proposed solution.
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Chapter 4

Joint Power Allocation and
Distributed Equalization Design

In this chapter, we consider the problem of joint power allocation and FIR filter design for

FF relays in a multi-carrier two-way relay network, where two OFDM-based transceivers

communicate with each other through multiple relays employed FF relaying schemes. We

formulate a total transmit power minimization problem subject to the quality of service con-

straints imposed on the transceivers’ data rates. Such an objective ensures a power-efficient

network in which for any required data rates, the lowest possible power is consumed in the

whole network. We propose two methods to tackle the non-convex optimization of FF relay-

ing design and power allocation for the aforementioned total transmit power minimization

problem. To evaluate the performance of this method, we have made a complexity analysis

for the second method. Furthermore, relaxing the original optimization problem, we obtain

a lower bound which provides a benchmark for assessing the performances of our proposed

methods.

The rest of this chapter is organized as follows, System description, channel model

and signal model are provided in Section 4.1. In Section 4.2, we define the optimization

problem and develop the derivation of a semi-closed-form technique for this problem. Some

important remarks are provided in Section 4.3. In Section 4.4, the numerical results are

presented to conclude the chapter.
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Figure 4.1: Illustration of the OFDM-based two-way FF relaying network with frequency-
selective channels.

4.1 Preliminaries

We consider a TWR network which consists of two OFDM-based transceivers, denoted as

TR1 and TR2, and R relay nodes, as shown in Fig.4.1. Each relay is equipped with an FIR

filter, thereby implementing a FF relaying protocol in the TWR network. The information

exchange between the transceivers is carried out in two time slots. In the first time slot,

both transceivers transmit their information symbols towards the relay nodes. In the second

time slot, the relay nodes simultaneously broadcast filtered versions of their received signals

to the transceivers. We assume that the channel between each relay and each transceiver is

frequency-selective. As a result, at high data rates, the transmission is likely to suffer from

ISI. To suppress ISI, the system uses OFDM technology at the transceivers and FF relaying

strategy at the relays, thereby performing equalization in a distributed manner. Perfect

knowledge of the CSI is assumed at all nodes. We assume channel reciprocity between the

relays and the transceivers. That is, the CIR for the link from any transceiver to any relay
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is the same as the CIR for the link from the same relay to the same transceiver.

4.1.1 Channel Model

The impulse response of the frequency-selective channel between TR1 (TR2) and each relay

can be modeled as a tapped delay line with L taps. Each of these channels has a few

zero taps due to the delay of the signal propagation along the shortest path between the

corresponding end nodes. For each transceiver-relay link, the number of these zero taps

depends on the distance between the relay and the transceiver. In other words, these

preceding zero taps account for the minimum delay required for the wave to travel between

the transceiver and the relay. Let L0 denote the smallest possible number of such zero taps

among all relay-transceiver channel impulse responses.

Let fr[l] (gr[l]) denote the l-th tap1 of the impulse response fr[∙] (gr[∙]) of the frequency-

selective channel between the r-th relay and TR1 (TR2), where l = 0, 1, . . . , L − 1, while

fr , [fr[0] fr[1] . . . fr[L − 1]]T (gr , [gr[0] gr[1] . . . . gr[L − 1]]T ) represents the

vector of CIR taps for the link between the r-th relay and TR1 (TR2). We use wr[n] to

signify the n-th tap of the FIR filter employed at the r-th relay, for n = 0, 1, . . . , Lw − 1,

where Lw is the maximum length of the FIR filter at the relay nodes. We define wr ,

[wr[0] wr[1] ... wr[Lw − 1]]T as the Lw × 1 vector of the filter coefficients at the r-th relay.

Using the assumption of the channel reciprocity between each relay and each transceiver,

we can now model the n-th tap of the end-to-end CIR, denoted as h[∙], as follows

h[n] =
R∑

r=1

fr[n] ? w∗
r [n] ? gr[n], for n = 0, 1, ..., Lh − 1 (4.1)

where ? stands for the discrete-time linear convolution, and Lh − 1 is the index of the last

non-zero tap2 of the end-to-end CIR of h[∙] with Lh = 2L + Lw − 2. Based on earlier

discussions, the first L0 taps of the end-to-end CIR are zero. We define

h̃r[n] , fr[n] ? gr[n], for n = 0, 1, . . . , Lh̃ − 1, r = 1, . . . , R (4.2)

1Note that some taps can have zero values.
2Note that as we assumed the first L0 taps of h[∙] are zero, the delay spread of h[∙] will be equal to

Lh − L0.
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where Lh̃ , 2L − 1. Based on (4.1) and (4.2), the n-th tap of the end-to-end CIR corre-

sponding to the r-th relaying path, hr[n], can be expressed as

hr[n] , h̃r[n] ? w∗
r [n] for n = 0, 1, ..., Lh − 1. (4.3)

We can rewrite the linear convolution in (4.3) in vector form as

hr(wr) = Brw
∗
r (4.4)

where the Lh×1 vector of the end-to-end CIR for the r-th relay can be defined as hr(wr) ,

[hr[0] hr[1] . . . hr[Lh − 1]]T , and matrix Br ∈ CLh×Lw has a Toeplitz structure with the

first column and the first row given by vectors [h̃r[0] h̃r[1] ∙ ∙ ∙ h̃r[Lh̃− 1] 01×(Lh−Lh̃)]
T and

[h̃r[0] 01×(Lw−1)]
T , respectively.

Using (4.1) and (4.4), we represent the vector of the end-to-end CIR as

h(w) = Bw∗ (4.5)

where h(w) , [h[0] h[1] . . . h[Lh − 1]]T , B , [B1 B2 ... BR] ∈ CLh×RLw , and w ,

[wT
1 wT

2 ... wT
R]T ∈ CRLw×1. The channel model in (4.5) shows a linear relationship

between the end-to-end CIR and FIR filter coefficients at the relays. It is worth mentioning

that as the first L0 taps of h(w) are zero, the first L0 rows of B are zero.

4.1.2 Signal Model

The structure of an OFDM-based transceiver with N sub-carriers is shown in Fig. 4.1. The

serial-to-parallel and the parallel-to-serial conversion blocks are denoted as S/P and P/S,

respectively, the N ×N DFT matrix and the inverse DFT (IDFT) matrix are represented

by Q and QH , respectively, and the CP insertion and the CP deletion matrices are signified

by Tcp and Rcp, respectively. We assume that the information symbols s1[∙] and s2[∙], which

are transmitted respectively by TR1 and TR2, have unit power over each sub-carrier, i.e.,

E{|s1[i]|2} = E{|s2[i]|2} = 1, for i ∈ {1, . . . , N}. With Pij denoting the transmit power

which is allocated to the i-th sub-carrier at TRj , j ∈ {1, 2} and i ∈ {1, . . . , N}, the power-

adjusting matrix at the j-th transceiver is defined as Aj , diag{
√

Pij}Ni=1 for j = 1, 2. At
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the output of the S/P converter on the transmitter side of TRj , the obtained N × 1 vector

is denoted as sj = [sj [1] sj [2] . . . sj [N ]]T , for j ∈ {1, 2}. After power amplification, the

resultant signal vector at the output of IDFT block, s̃j , is given as

s̃j = [s̃j [1] s̃j [2] . . . s̃j [N ]]T , QHAjsj , for j ∈ {1, 2}. (4.6)

In order to remove the inter-block-interference caused by the frequency-selectivity of the

end-to-end channel at the receiving sides, a cyclic prefix of length Lcp is added to the

output signal of the IDFT block, s̃j . Therefore, the cyclic prefix insertion matrix is defined

as Tcp , [ĪT
N IT

N ]T , where ĪN is defined as the last Lcp rows of the identity matrix IN .

Note that the length Lcp of this cyclic prefix Lcp must be equal or greater than the delay

spread of the end-to-end CIR h[∙]. The value of delay spread is equal to Lh − L0 at the

worst case.3 The OFDM signal vector at the input of the P/S conversion is given as

dj = [s̃j [N − Lcp + 1] . . . s̃j [N ] s̃j [1] s̃j [2] . . . s̃j [N ]]T . At TRj , the signal stream,

which is composed of the concatenation of the serial version of dj ’s, is denoted as dj [∙]. At

time n, the signal received at the r-th relay, xr[n], is given by

xr[n] =
L−1∑

l=0

fr[l]d1[n− l] +
L−1∑

l=0

gr[l]d2[n− l] + νr[n] (4.7)

where νr[n] is the additive zero-mean white complex Gaussian noise with unit variance at

the r-th relay at time n. At the r-th relay, the received signal xr[∙] is first filtered at the

OFDM transmission chip rate, and then, is forwarded to the transceivers. After applying

the FIR filtering, the signal tr[n] transmitted by the r-th relay at time n is given by

tr[n] =
Lw−1∑

l=0

w∗
r [l]xr[n− l]. (4.8)

At the receiver side, at time n, the signal received by TR1 and TR2 can be expressed as

y1[n] =
R∑

r=1

L−1∑

l=0

fr[l]tr[n− l] + ζ1[n] (4.9)

3Indeed, the delay spread is dictated not only by the length Lw of the FIR filters, but also by the values
of the relays’ FIR filter taps. These taps can be chosen such that the delay spread of the end-to-end CIR is
smaller than Lh − L0. In fact, in one of our proposed designs for the relays’ FIR filters, this delay spread
will be much smaller than Lh − L0.
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y2[n] =
R∑

r=1

L−1∑

l=0

gr[l]tr[n− l] + ζ2[n] (4.10)

where ζj [∙] is the zero-mean, unit-variance Gaussian noise received at TRj at time n, for

j = 1, 2. The equivalent noise received at TR1 and TR2, denoted as η1[n] and η2[n],

respectively, can be written as

η1[n] ,
R∑

r=1

L−1∑

l=0

Lw−1∑

l′=0

fr[l]w
∗
r [l

′]νr[n− l′ − l] + ζ1[n] (4.11)

η2[n] ,
R∑

r=1

L−1∑

l=0

Lw−1∑

l′=0

gr[l]w
∗
r [l

′]νr[n− l′ − l] + ζ2[n]. (4.12)

Let yj , [yj[0] yj [1] . . . yj [M − 1]]T denote the M × 1 received signal vector at TRj ,

where M , Lcp + N . The N ×M cyclic prefix deletion matrix Rcp , [0N×Lcp IN ] removes

the cyclic prefix from yj , and yields the N × 1 vector ỹj at TRj , for j = 1, 2. At the output

of the DFT block, the N × 1 vectors z̃1 and z̃2 at TR1 and TR2 are respectively given as

z̃1 = A1H11(w)s1 + A2H21(w)s2 + QRcpη1 (4.13)

z̃2 = A2H22(w)s2 + A1H12(w)s1 + QRcpη2 (4.14)

where ηj , [ηj [0] ηj[2] ... ηj [M − 1]]T is defined as the equivalent M × 1 noise vec-

tor received at TRj , the (m, n)-th element of the DFT matrix is defined as Q(m, n) ,

N− 1
2 exp(−j2π(m−1)(n−1)

N
), and H12(w) = H21(w) , N

1
2 diag{Qh̄(w)}, where h̄(w) is the

N × 1 zero-padded version end-to-end CIR vector defined as h̄(w) ,
[
hT (w) 01×N−Lh

]T
.

Also, for j = 1, 2, we define Hjj(w) , N
1
2 diag{Qh̃jj(w)}, and h̃jj(w) is an N × 1 vector

of the CIR corresponding to the link from TRj to the relays and back to TRj . Note that

to ensure that inter-block interference exist only between two adjacent blocks, we must

choose the number of sub-carriers N larger that the delay spread of all CIRs. Note that

the diagonal matrices of Hij(w), for i, j ∈ {1, 2}, are used in (4.13) and (4.14) due to

the fact that the OFDM scheme at the transceivers equalizes the end-to-end channel. In-

deed, the diagonal entries of H12(w)(H21(w)) are the frequency response of the end-to-end

CIR at multiple integers of 1
N

. The first terms in the right hand side of (4.13) and (4.14)

are the self-interference terms received at TR1 and TR2, respectively. Having the perfect
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knowledge of CSI, the transceivers remove their own self-interference term from the received

signal, once they both compute the relay FIR filters. As a result, at the output of the self-

interference cancellation block, the so-obtained N × 1 signal vector z1 (z2) at TR1 (TR2)

can be expressed as

z1 = A2H21(w)s2 + QRcpη1 (4.15)

z2 = A1H12(w)s1 + QRcpη2 (4.16)

The self-interference-free data models in (4.15) and (4.16) can now be used to derive the

expression of the SNR at the two transceivers.

4.1.3 Total Transmit Power Expression

The objective of this work is to minimize the total transmit power subject to QoS constraints

on the transceivers’ rates in the system described in the previous section. Aiming to solve

this minimization problem, we need to express the total transmit power and the transceivers’

achievable sum-rate in terms of the design parameters. The total transmit power is equal

to the average transmit power over all the OFDM sub-carriers at both transceivers plus the

total average transmit power at the relays. Let pj = [P1j P2j . . . PNj ]
T denote the N × 1

transmit power vector allocated to the N sub-carriers at TRj , for j = {1, 2}. Using (4.8),

we can express the total average transmit power at the relays as4

Pr = wH(P1D1 + P2D2 + IRLw)w (4.17)

where IRLw is the RLw × RLw identity matrix, Pj ,
1T pj

N
denotes the average transmit

power at TRj , for j ∈ {1, 2}, and matrix Dj ∈ CRLw×RLw is defined, for j ∈ {1, 2}, as

Dj , ΠH

[
R∑

r=1

(ILw⊗ diag{eR,r})KjK
H
j (ILw ⊗ diag{eR,r})

H

]

Π. (4.18)

Here, eR,r is the r-th column of the identity matrix IR, the (RLw)× (L+Lw−1) matrix Kj

is defined as Kj , [K̃T
j,0 K̃T

j,1 ... K̃T
j,Lw−1]

T , for j = 1, 2, where the following definitions

4Considering the FF relaying scheme shown in Fig. 4.1, the authors of [21] derive the expression of the
average total transmit power at the relays in terms of w and the total transceivers’ transmit powers P1 and
P2. The expression in (4.17) is straightforwardly obtained from [21] using the definition of w in this study.
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are used K̃j,l , [0R×l Fj 0R×(Lw−1−l)], for l = 0, ..., Lw − 1, F1 , [f1 f2 . . . fR]T ,

F2 , [g1 g2 . . . gR]T . Also the RLw × RLw permutation matrix Π is defined as

Π , [ΠT
1 ΠT

2 . . . ΠT
Lw

]T . (4.19)

Here, Πl , IR ⊗ eT
Lw,l, where ⊗ denotes the Kronecker product operation, and eLw,l is the

l-th columns of the identity matrix ILw . Using (4.17), we express the total transmit power

in the TWR network as

PT (p1,p2,w) =
2∑

j=1

1Tpj

N
δj(w) + wHw (4.20)

where we define δj(w) , 1 + wHDjw. The total transmit power expressed in (4.20) serves

as the objective function is our design optimization.

4.1.4 Sum-Rate Expressions

The achievable sum-rate over N sub-carriers at TR1 and TR2, respectively denoted as

R1(p2,w) and R2(p1,w), can be given by5

Rj(pj̄ ,w) =
N∑

i=1

log2(1 + SNRij) (4.21)

where j̄ = 2 when j = 1, and j̄ = 1 when j = 2. and SNRij signifies the SNRs over the i-th

sub-carrier received at TRj , for j = 1, 2, and i = 1, 2, . . . , N . Let P s
ij denote the average

power of the signal component received at TRj , over the i-th sub-carrier, for j = 1, 2, and

i = 1, 2, . . . , N . At TR1, using (4.15), we obtain P s
i1 as

P s
i1 = E

{
|[A2]ii [diag{N

1
2Qh̄(w)}]ii s2[i]|

2
}

= NPi2E
{
|s2[i]|

2
}

h̄H(w)qiq
H
i h̄(w)

= NPi2

∣
∣qH

i h̄(w)
∣
∣2 (4.22)

where qi = N− 1
2 [1 exp( j2π(i−1)

N
) . . . exp( j2π(i−1)(N−1)

N
)]T is the i-th column of the IDFT

matrix QH , and the operator [∙]ii stands for the i-th diagonal entry of a matrix. Similarly,

5Note that in (4.21), we have ignored the pre-log factor needed to normalize the rate by the number of
channel uses.
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at TR2, P s
i2 is given as

P s
i2 = Pi1N |q

H
i h̄(w)|2. (4.23)

Note that N |qH
i h̄(w)|2 is the magnitude response of the end-to-end CIR at the i-th subcar-

rier. Let P n
j denote the average noise power measured at TRj ’s receiver, for j = 1, 2. It is

derived as [21]

P n
j = wHDjw + 1 = δj(w) for j = 1, 2. (4.24)

Note that CP removal and DFT processing will not affect P n
j , hence, we can use (4.24) as

the expression for the received noise power at TRj for the i-th sub-carrier, for all i. Using

(4.22)-(4.24), we can write the SNR expressions, SNRi1 and SNRi2, at the ith subcarrier of

TR1 and TR2, respectively as

SNRij =
NPij̄|qH

i h̄(w)|2

δj(w)
for j = 1, 2. (4.25)

4.2 Optimization Problem

We consider the joint optimization of power allocation and FF relays’ FIR filter design over

a TWR network with a pair of transceivers and multiple FF relay nodes. Our goal is to

minimize the total transmit power in (4.20) while maintaining the QoS, in terms of the

rates R1(p2,w) and R2(p1,w), above r1 and r2 at TR1 and TR2, respectively. This joint

optimization problem is formulated as

min.
w

min.
p1�0
p2�0

2∑

j=1

1Tpj

N
δj(w) + wHw

subject to
N∑

i=1

log2(1 + SNRij) ≥ rj , for j = 1, 2 (4.26)
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Without loss of optimality, the equality constraints in (4.26) can be replaced with the

equality6. As a result, the optimization problem in (4.26) can be written as

min.
w

min.
p1�0
p2�0

2∑

j=1

1Tpj

N
δj(w) + wHw

subject to
N∑

i=1

log2(1 + SNRij) = rj , for j = 1, 2 (4.27)

In the next subsection, we first present a gradient steepest descent based solution to

(4.27), which can be used to obtain at least a locally optimal point. The performance of

such a method, however, depends on the initial point. As such, in the following subsection,

we present a computationally efficient method to obtain a reasonably good initial point for

a gradient steepest descent based solution (such as the quasi-Newton algorithm). The latter

method is also introduced as yet another suboptimal solution to the problem at hand.

4.2.1 Gradient Steepest Descent Based Method

To develop a gradient steepest descent based technique to tackle (4.27), we first solve the

inner minimization for any given w, thereby obtaining a cost function which depends only

on w, and then minimize this cost function to obtain a locally optimal value for w by way

of gradient steepest descent approach. For any given w, the inner minimization in (4.27)

can be decomposed into the following two optimization problems:

min
pj�0

1Tpj

N
δj(w), s.t.

N∑

i=1

log2(1 +
NPij |qH

i h̄(w)|2

δj̄(w)
) = rj̄ (4.28)

for j = 1, 2, where j̄ = 2 when j = 1, and j̄ = 1 when j = 2. It can be shown that a

water-filling solution can be used to express the optimal value of Pij in terms of w, denoted

as P o
ij(w), as 7

6The reason is that if R1(p2,w) > r1 and/or R2(p1,w) > r2, one can decrease one of the entries of the
optimal power vectors of p1 and/or p2 such that the inequalities still hold true. This, however, means that
the new power vectors have smaller sum of entries compared to the original optimal power vectors, and
thus, result in a smaller objective function, which is a contradiction.

7See Appendix B.1 for the derivation of (4.29).
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P o
ij(w) =

[
Nγj(w)

(ln 2)δj(w)
−

δj̄(w)

N |qH
i h̄(w)|2

]+

(4.29)

where γj(w) is the Lagrange multiplier for the minimization in (4.28) and is obtained, for

any given w, as the solution to the following equation for z:

N∑

i=1

log2

(

1 +

[
N2|qH

i h̄(w)|2z
ln 2δj(w)δj̄(w)

− 1

]+
)

= rj̄ (4.30)

where we define [x]+ = max(x, 0). For given w, we now define the optimal value of pj as

po
j(w) , [P o

1j(w) P o
2j(w) . . . P o

Nj(w)]T , for j = 1, 2, and then write the optimization

problem (4.27) as

min.
w

1Tpo
1(w)δ1(w) + 1Tpo

2(w)δ2(w)

N
+ wHw (4.31)

which is an unconstrained minimization problem and can be solved using a gradient steepest

descent technique such as quasi-Newton method. Note that for any given w, the parameter

γj(w), and thus, po
1(w) and po

2(w) cannot be calculated in closed-form. Instead, rather

they can be obtained only numerically. As such, the gradient of the cost function in (4.31)

is not analytically available and has to be calculated numerically at each iteration using

difference equations. The quasi-Newton method performs a cubic line search procedure by

approximating the cost function at each iteration using a quadratic cost function with a

positive semi-definite kernel (Hessian) matrix. At each iteration, the Hessian matrix can be

updated using the so-called BFGS method ([1],[5],[8], and [9]).

It is worth mentioning that the quasi-Newton method is guaranteed to converge to a

local minimum, and the global optimality cannot be claimed. Naturally, the quality of this

local minimum depends on the initial point. In the next subsection, we propose a technique

that can not only yield a reasonably good initial point for the quasi-Newton method but

also can provide yet another method to tackle the problem at hand.

4.2.2 Frequency-Flat CIR Method

Since an explicit solution to the optimization problem in (4.27) may not be attainable, in
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this section, we propose a suboptimal solution to (4.27), which can also serve as an initial

point for the quasi-Newton based solution proposed in the previous section. Here, we restrict

the solution to (4.27) to a set of points which will ensure that the end-to-end CIR has a

frequency-flat amplitude response. This assumption, inspired by the results of [16] and [39],

will ensure loss of optimality, notwithstanding, it will lead to a fast and simple suboptimal

solution for the problem at hand8. Enforcing a frequency-flat amplitude response for the

end-to-end channel amounts to adding, to (4.27), the constraints i.e., |qH
i h̄(w)| = |qH

j h̄(w)|,

where qH
i h̄(w) is the frequency response of the i-th sub-channel. That is, we write

min.
w

min.
p1�0
p2�0

2∑

j=1

1Tpj

N
δj(w) + wHw

subject to
N∑

i=1

log2(1 + SNRij) = rj for j = 1, 2

|qH
i h̄(w)| = |qH

k h̄(w)|, for i 6= k, i, k = 1, . . . , N. (4.32)

Considering the inner minimization (which is not affected by adding the new constraints),

we can still use the solution in (4.29) for P o
ij(w). It can be easily seen that for any given

w which ensures a frequency-flat amplitude response for the end-to-end CIR, the optimal

value of P o
ij(w) in (4.29) is the same for any subcarrier index i, and thus, from (4.30), we

can obtain γj(w) as

γj(w) =
ln 2δ1(w)δ2(w)

N2

(
2rj̄

∏N
i=1 |q

H
i h̄(w)|2

) 1
N

. (4.33)

Inserting (4.33) back into (4.29) yields the allocated power at the i-th sub-carrier at TR1 as

P o
ij(w)=

δj̄(w)

N






2
rj̄
N

[∏N
i=1 |q

H
i h̄(w)|2

] 1
N

−
1

|qH
i h̄(w)|2




. (4.34)

Since at the optimum, we design the end-to-end channel such that |qH
i h̄(w)| = |qH

k h̄(w)|

8Both approaches in [16] and [39] are developed for the TWR networks, where the transceiver-relay
channels are frequency-flat, yet, the end-to-end channel is frequency-selective due to differences in the
delays of propagation between each transceiver and different relays. It is rigorously proved there that at
the optimum, the end-to-end channel between the transceivers becomes frequency-flat.
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for any i 6= k, the i-th sub-carrier power in (4.34) can be simplified as

P o
ij(w) =

δj̄(w)

N

(
2

rj̄
N − 1

|qH
i h̄(w)|2

)

a
=δj̄(w)

(
2

rj̄
N − 1

∑N
i=1 |q

H
i h̄(w)|2

)
b
= δj̄(w)

(
2

rj̄
N − 1

‖ B∗w ‖2

)

(4.35)

where equality (a) holds true because |qH
k h̄(w)|2 = 1

N

∑N
i=1 |q

H
i h̄(w)|2 for any k ∈ {1, 2, . . . , N},

and equality (b) is ensured by using the Parseval theorem as we can write
∑N

i=1

∣
∣qH

i h̄(w)
∣
∣2 =

‖h̄(w)‖2 = ‖h(w)‖2 = ‖Bw∗‖2 = ‖B∗w‖2. It can be seen from (4.35) that at the opti-

mum, power is equally allocated to all sub-carriers, and the sub-carriers’ powers are always

positive. Plugging (4.35) back into (4.32), we can express the outer minimization over w as

min.
w

δ1(w)δ2(w)

‖ B∗w ‖2
(β1 + β2) + wHw

s.t. |qH
i h̄(w)| = |qH

k h̄(w)|, for i, k = 1, . . . , N. (4.36)

where βj , 2
rj
N − 1 for j = 1, 2. The constraint on (4.36) suggests that at the optimum,

the frequency-flat end-to-end CIR vector, h = Bw∗, has only one non-zero entry, which is

here referred to as the optimal tap of the end-to-end CIR. Equivalently, we can rewrite the

minimization in (4.36) as

min.
w

δ1(w)δ2(w)

‖ B∗w ‖2
(β1 + β2) + wHw. (4.37)

subject to Bw∗ having only one non-zero entry.

To deal with the constraint in (4.37), let us define N , {0 ≤ n ≤ Lh − 1| the (n +

1)th row of B∗ is not zero}, and Lnz , |N | is the number of non-zero rows of B∗. Now for

any n ∈ N , let B−n ∈ C(Lnz−1)×RLw symbolize matrix B∗ after all its zero rows9, as well as

its (n + 1)-th row (which is non-zero) is removed. Due to its block Toeplitz structure, B is

of rank Lnz, and hence, B−n is of rank Lnz − 1. Therefore, constraining Bw∗ to have only

one non-zero entry is equivalent to the following condition:

B−nw = 0, for some n ∈ N . (4.38)

9The reason to remove all the zero rows is that if the (n+1)-th row of B∗ is zero for any n ∈ {0, 1, ..., Lh−
1}, then the n-th tap of the end-to-end CIR will be zero too, and therefore, this tap cannot be the non-zero
optimal tap.
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Since the rank of B−n is Lnz − 1, the condition in (4.38) is equivalent to imposing a total

number of Lnz − 1 linear constraints on w in (4.37), for some n ∈ N . In order to be able

to enforce these Lnz − 1 constraints, sufficient degrees of freedom must be available for the

TWR network design. As such, the length of w, i.e. RLw, must be greater than Lnz − 1.

In other words, matrix B−n must have more columns than rows. Equivalently, this means

that the number of the relay nodes, R, in the network and/or the length of the FIR filter,

Lw, at each relay node must be chosen such that the following condition holds true

RLw ≥ Lnz − 1. (4.39)

In the extreme scenario10, where Lnz = Lh−L0 = 2L+Lw−2−L0, the condition Lw(R−1) ≥

2L− L0 − 2 must be satisfied.

To satisfy the condition in (4.39), one can either employ a sufficient number of relay

nodes, which entails more hardware complexities in the TWR network, or increase the length

of the FIR filter at the existing relay nodes, which demands more processing complexity.

For any n ∈ N , the condition B−nw = 0 implies that Lnz− 1 entries of w can be expressed

in terms of the remaining RLw −Lnz + 1 entries. Therefore, for any given B−n, there exists

a matrix Cn ∈ CRLw×(RLw−Lnz+1) such that

w = Cnw̄. (4.40)

where w̄ is an (RLw − Lnz + 1) × 1 vector containing a subset of entries of w. For the

derivation of Cn, see Appendix B.2.

We now focus on solving (4.37) based on (4.40). To do so, we can solve (4.37) for

different non-zero tap indices of the end-to-end CIR, n ∈ N . The optimal tap is the value

of n results in the minimum total transmit power, and the optimal weight vector is the

corresponding vector, which leads to that minimum total transmit power. Let Bn denote

the set of those non-zero weight vectors w which cause only the n-th tap of the end-to-end

channel to be non-zero while the rest of the taps are zero. Note that for different values

of n ∈ N , the sets {Bn}n∈N are mutually exclusive, i.e., Bn ∩ Bn′ = ∅, for n 6= n′. The

10The extreme scenario is when there is no zero rows in B, other than the first L0 rows, and thus, the
rank of B is equal to Lh − L0.
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condition that Bw∗ must have only one non-zero entry is equivalent to w ∈
⋃

n∈N
Bn, as

{Bn}n∈N partitions the feasible set of the optimization problem (4.37). As a result, the

minimization problem in (4.37) can be rewritten as

min.
n∈N

min.
w∈Bn

δ1(w)δ2(w)

‖B∗w‖
(β1 + β2) + wHw. (4.41)

We now focus on the inner minimization in (4.41) for a given n ∈ N . The optimal weight

vector in (4.41) corresponds to the weight vector which leads to the smallest total transmit

power among all values of n. The constraint w ∈ Bn in the inner minimization in (4.41)

can be eliminated by substituting w in the cost function with (4.40). Also, defining bH
n

as the (n + 1)-th row of B∗, for n ∈ N and using the fact that the constraint w ∈ Bn

implies that only the (n + 1)-th entry of B∗w is nonzero, we can write ‖B∗w‖2 = ‖bH
n w‖2.

Consequently, the inner minimization in (4.41) can be transformed into an unconstrained

optimization problem as

min.
w̄

δ̄1,n(w̄)δ̄2,n(w̄)

‖ b̄H
n w̄ ‖2

(β1 + β2) + w̄HC̄nw̄ (4.42)

where δ̄j,n(w̄) , (1 + w̄HD̄j,nw̄), for j ∈ {1, 2}; matrix D̄j,n ∈ C(RLw−Lnz+1)×(RLw−Lnz+1)

is defined as D̄j,n , CH
n DjCn, vector b̄n ∈ C(RLw−Lnz+1)×1 is given by b̄H

n , bH
n Cn; and

matrix C̄n ∈ C(RLw−Lnz+1)×(RLw−Lnz+1) is expressed as C̄n , CH
n Cn. To solve (4.42) for w̄,

we define a new auxiliary variable z as

z ,
(β1 + β2) δ̄2,n(w̄)

‖ b̄H
n w̄ ‖2

(4.43)

Using (4.43), the inner minimization in (4.42) can be rewritten as

min.
w̄, z

z + zw̄HD̄1,nw̄ + w̄HC̄nw̄

subject to
z(w̄H b̄nb̄

H
n w̄)

w̄HD̄2,nw̄ + 1
= (β1 + β2). (4.44)

or, equivalently, as

min.
z

z + min.
w̄

w̄HEn(z)w̄

s.t. w̄H(zb̄nb̄
H
n − (β1 + β2)D̄2,n)w̄ = (β1 + β2) (4.45)
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where we define En(z) , zD̄1,n + C̄n. The optimization problem in (4.45) is infeasible for

those values of z which satisfy the following condition:

zb̄nb̄
H
n − (β1 + β2)D̄2,n ≺ 0. (4.46)

We observe that, for j ∈ {1, 2}, Dj is full-rank, and thus, D̄j is positive semi-definite.

Therefore, the infeasibility condition in (4.46) can be written as

zD̄
−1/2
2,n b̄nb̄

H
n D̄

−H/2
2,n − (β1 + β2)IRLw ≺ 0. (4.47)

or, equivalently, as

0 >λmax

(
zD̄

−1/2
2,n b̄nb̄

H
n D̄

−H/2
2,n − (β1 + β2)IRLw

)

=z ‖ D̄
−1/2
2,n b̄n ‖

2 −(β1 + β2). (4.48)

where the equality follows from the fact that the largest eigenvalue of any matrix in the

form of uaaH + zI is equal to uaHa+ z. Using (4.48), we can find the range of z over which

the inner minimization in (4.45) is feasible as

z ≥
(β1 + β2)

‖ D̄
−1/2
2,n b̄n ‖2

. (4.49)

For any z satisfying (4.49), the solution to the inner minimization in (4.45), which is a

quadratic programming optimization, is given by

w̄o =

√
β1 + β2

uH(z)Pn(z)u(z)
E−1/2

n (z)u(z) (4.50)

where the matrix Pn(z) is defined as

Pn(z) , E−H/2
n (z)(zb̄nb̄

H
n − (β1 + β2)D̄2,n)E−1/2

n (z) (4.51)

and un(z) , P{Pn(z)} is the normalized principal eigenvector of the matrix Pn(z). Now,

to obtain z, we substitute w̄o from (4.50) back into (4.45), and rewrite the optimization

problem in (4.45) as

min.
z

z +
β1 + β2

λn(z)
, s.t. z ≥

(β1 + β2)

‖ D̄
−1/2
2,n b̄n ‖2

(4.52)
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where λn(z) denotes the principal eigenvalue of the matrix Pn(z). For any z ∈ ( (β1+β2)

‖D̄−1/2
2,n b̄n‖2

, +∞),

the principal eigenvalue λn(z) can be found as the provably unique positive value of υ which

satisfies11

zb̄H
n ((β1 + β2)D̄2,n + υEn(z))−1b̄n = 1. (4.53)

Lemma 4.2.1. There exists a unique global minimum for the objective function of (4.52)

in the interval

(
(β1 + β2)

‖ D̄
−1/2
2,n b̄n ‖2

, +∞

)

.

Proof. see Appendix B.5.

In light of Lemma 4.2.1, the unique optimal value of z can be obtained when the

derivative of the cost function in (4.52) with respect to (w.r.t.) z vanishes. Denoting the

derivative of the cost function in (4.52) w.r.t. z as f(z), we can write

fn(z) = 1− (β1 + β2)
∂
∂z

λn(z)

λ2
n(z)

. (4.54)

It can be shown that ∂
∂z

λn(z) is given by12

∂λn(z)

∂z
=

z−2 − λn(z)b̄H
n Λ−1

n (z)D̄1,nΛ
−1
n (z)b̄n

b̄H
n Λ−1

n (z)En(z)Λ−1
n (z)b̄n

(4.55)

where Λn(z) , (β1 + β2)D̄2,n + λn(z)En(z). Substituting (4.55) in (4.54), we arrive at

fn(z)=1−(β1 + β2)
z−2−λn(z)b̄H

n Λ−1
n (z)D̄1,nΛ

−1
n (z)b̄n

λ2
n(z)b̄H

n Λ−1
n (z)En(z)Λ−1

n (z)b̄n

. (4.56)

Equating fn(z) to zero does not yield a closed-form solution for z. Therefore, to find a closed-

form solution for z (which we denote as zn), we can resort to numerical approaches such

as Newton-Raphson or bisection method. To implement the Newton-Raphson or bisection

method, from (4.56), it can be seen that for each intermediate value of z, λn(z) must be

calculated. For any z ∈ ( (β1+β2)

‖D̄−1/2
2,n b̄n‖2

, +∞), the parameter λn(z) can be found numerically

by solving (4.53) for υ using the Newton-Raphson method13. Given zn and λn(zn), we can

11For derivation of (4.53), see Appendix B.3 and for the proof of the existence of a unique positive solution
to (4.53), see Appendix B.4.

12For derivations see Appendix B.3.
13For the use in Newton-Raphson method, the derivative of the LHS of (4.53) with respect to υ is given

by −zb̄H
n ((β1 + β2)D̄2,n + υEn(z))−1En(z)((β1 + β2)D̄2,n + υEn(z))−1b̄n.
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obtain a closed-form solution for the optimal weight vector. Let w̄o
n denote the optimal

weight vector solution when only the n-th tap of the end-to-end CIR is non-zero. Using

(4.50), we can write

w̄o
n =

√
zn(β1 + β2)

κnλn(zn)
[(β1+β2)D̄2,n + λn(zn)En(zn)]−1b̄n (4.57)

where we use the fact that λn(z) = uH(z)Pn(z)u(z) holds true, and define

κn = znb̄
H
n

[
(β1 + β2)E

−1/4
n (zn)D̄2,nE

−1/4
n (zn)+

λ(zn)E1/2
n (zn)

]−2

b̄n. (4.58)

Using (4.57), we obtain the optimal value of the cost function in (4.42) for the n-th tap of

end-to-end CIR, P
(n)
T (w̄o

n) as

P
(n)
T (w̄o

n) =
δ̄1,n(w̄o

n)δ̄2,n(w̄o
n)

‖b̄H
n w̄o

n‖2
(β1 + β2) + w̄o,H

n C̄nw̄
o
n. (4.59)

The optimal tap of the end-to-end CIR, nopt, corresponds to the tap index which yields

the minimum total transmit power among all the values of P
(n)
T (w̄o

n) attained for the set of

weight vectors {w̄o
n}n∈N . In other words, this optimal tap nopt can be achieved by

nopt = arg min.
n∈N

P
(n)
T (w̄o

n). (4.60)

Let wopt signify the RLw × 1 optimal distributed equalization weight vector. For the given

nopt, the optimal distributed equalization weight vector can be given as

wopt = Cnoptw̄
o
nopt

. (4.61)

Using the sub-carriers’ transmit power expression in (4.35), we can derive the optimal sub-

carriers’ transmit power over the i-th subcarrier at TRj as

P o
ij = δj̄(wopt)

(
2

rj̄
N − 1

‖ B∗wopt ‖2

)

=
βj̄(1 + wH

optDj̄wopt)

‖ B∗wopt ‖2
. (4.62)

The proposed algorithm is summarized in Algorithm 2.
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Algorithm 2 Proposed frequency-flat CIR algorithm

1. Define B as the Toeplitz matrix with the first column and the first row given by vectors
[h̃r[0] h̃r[1] ∙ ∙ ∙ h̃r[Lh̃ − 1] 01×(Lh−Lh̃)]

T and [h̃r[0] 01×(Lw−1)]
T . Define N , {0 ≤ n ≤

Lh− 1| the (n + 1)th row of B∗ is not zero}. Stack the non-zero rows of B∗ in a new matrix
B̃ ∈ CLnz×RLw , where Lnz is the number of non-zero rows of B∗. Form matrices Π and
{Dj}2j=1 as in (4.18) and (4.19), respectively.

2. Set n = 0.

3. If n ∈ N , go to the next step, otherwise go to Step 12.

4. Let bH
n be the (n + 1)-th row of matrix B∗, while B−n ∈ C(Lnz−1)×RLw symbolizes matrix

B after all its Lnz zero rows as well as its (n + 1)-th row (which is nonzero) is removed.

5. Use matrix B−n to find matrix Cn according to the procedure presented in Appendix B.2.

6. Obtain b̄H
n = bH

n Cn, C̄n = CH
n Cn, and D̄j,n = CH

n DjCn, for j ∈ {1, 2}. For the sum-rate

threshold, rj , at TRj , set βj = (2
rj
N − 1), for j ∈ {1, 2}.

7. Define function fn(z) as in (4.56). where En(z) , zD̄1,n + C̄n, and Λn(z) , (β1 +β2)D̄2,n +
λ(z)En(z).

8. Using the following bisection algorithm, find zn ∈

(
(β1+β2)

‖D̄−1/2
2,n b̄n‖2

, +∞

)

such that fn(zn) = 0:

(a) Set z̃l = (β1+β2)

‖D̄−1/2
2,n b̄n‖2

, and let zu be a sufficiently large number. Also, choose an arbitrary

small number ε. Set k = 1.

(b) Set z(k) = (zl + zu)/2.

(c) Using Newton-Raphson method, obtain λn(z(k)) as the unique positive value of υ which
satisfies (4.53) for z = z(k). Obtain fn(z(k)). If fn(z(k)) > 0, then set zu = z(k). If
fn(z(k)) < 0, then set zl = z(k).

(d) Set z(k+1) = (zl + zu)/2. If |z(k+1) − z(k)| > ε, then k = k + 1 and go to Step 8b.
Otherwise, go to Step 8e.

(e) Set zn = z(k+1), and using Newton-Raphson method, obtain λn(zn) as the positive
value of υ which satisfies (4.53)

9. Calculate κ as in (4.58).

10. Obtain the optimal weight vector w̄o
n for the n-th tap of the end-to-end CIR, h[∙], as in

(4.57).

11. Calculate P
(n)
T (w̄o

n) as in (4.59).

12. Set n = n + 1. If n ≥ Lh, go to the next step, otherwise go to Step 3.

13. Find the optimal nopt over n ∈ N such that nopt = arg min.
n∈N

P
(n)
T (w̄o

n).

14. Obtain the RLw × 1 optimal distributed equalization weight vector wopt as wopt =
Cnoptw̄

o
nopt

.

15. Calculate the i-th sub-carrier optimal transmit power at TR1 and TR2 as in (4.62).
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4.2.3 Lower Bound

To analyze the performance of our proposed sub-optimal solutions, we here obtain a lower

bound for the original optimization problem (4.27) by using two relaxations and then solve

the relaxed optimization problem. As the first relaxation, considering the inner minimization

in (4.27) as in (4.28), we can rewrite the rate constraint as
(∏N

i=1(1 +
NPij |qH

i h̄(w)|2

δj̄(w)
)
)1/N

=

2rj̄/N and then relax this constraint as N−1
∑N

i=1(1 +
NPij |qH

i h̄(w)|2

δj̄(w)
) = 2rj̄/N , where we use

the fact that the arithmetic mean of a set of positive numbers is greater than their geometric

mean. Hence, after this relaxation, we arrive at the following optimization problem:

min. ρ

N∑

i=1

αi, s.t.
1

N

N∑

i=1

(1 + αiζi) = c, αi ≥ 0. (4.63)

where we define αi , Pij , ζi ,
N |qH

i h̄(w)|2

δj̄(w)
, ρ , δj(w)

N
and c , 2

rj̄
N . The Karush-Kuhn-Tucker

(KKT) conditions to solve (4.63) can be given as

γ =
N(−ρ + νi)

ζi

, νi ≥ 0, νiαi = 0 (4.64)

where γ and νi are the Lagrange multipliers. It follows from νiαi = 0 that if αi > 0, for

some i then νi = 0 holds for those values of i, and hence, γ = −Nρ
ζi

must hold for those

values of i. As a result, only one of the αi’s can be non-zero because ζi’s are different. The

non-zero αi is equal to N(c−1)
ζi

, and thus, the index of this non-zero αi should be chosen as

ī = arg maxi ζi = arg maxi |qH
i h̄(w)|2 in order to minimize the cost function in (4.63).

As a result, we need to choose Pīj =
βjδj̄(w)

|qH
ī

h̄(w)|2
, for j = 1, 2. Based on this result, the outer

minimization in (4.27) can be written as

min.
w

(1 + wHD1w)(1 + wHD2w)

|qH
ī
h̄|2

(β1 + β2)+wHw . (4.65)

We now apply the second relaxation to (4.65). From the Parseval theorem, we know that

the equality
∑N

i=1

∣
∣qH

i h̄
∣
∣2 = ‖B∗w‖2 must be satisfied. Therefore, the inequality

∣
∣qH

ī h̄
∣
∣2 ≤‖

B∗w ‖2 holds true for any i. Substituting the right-hand side of this inequality in (4.65)

results in a lower bound optimization for (4.65) and thus, a lower bound for (4.27). Doing
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so, we can rewrite (4.65) as

min.
w

(1 + wHD1w)(1 + wHD2w)

‖ B∗w ‖2
(β1 + β2) + wHw. (4.66)

To solve (4.66), we define an auxiliary variable, v, as v , (β1+β2)(1+wHD1w)
(wHBT B∗w)

, and rewrite

(4.66) as the following minimization over v and w:

min.
v

(v + min
w

vwHD2w + wHw)

s.t. v(wHBTB∗w)−(β1 + β2)(w
HD1w)=(β1 + β2). (4.67)

We can rewrite (4.67) in a quadratic format as

min.
v

v + min.
w

wH(vD2 + I)w

s.t. wH(vBTB∗ − (β1 + β2)D1)w = (β1 + β2). (4.68)

The optimization problem in (4.68) is infeasible for those values of v which result in

vBTB∗ − (β1 + β2)D1 being non-negative definite. Hence, v should chosen such that

λmax

[
vD

−1/2
1 BTB∗D

−H/2
1 − (β1 + β2)I

]
> 0, or equivalently, v > β1+β2

λmax

[
D

−1/2
1 BT B∗D

−H/2
1

] .

Hence we can rewrite the optimization problem (4.68) as

min
v

v +
β1 + β2

λmax(W(v))
, s.t. v >

β1 + β2

λmax

[
D

−1/2
1 BTB∗D

−H/2
1

] (4.69)

where we define W(v) , (vD2 + I)−1(vBTB∗ − (β1 + β2)D1) and we used the fact that the

inner minimization in (4.68) is a quadratic programming optimization. The optimization

problem can be solved using a numerical search in the interval ( β1+β2

λmax

[
D

−1/2
1 BT B∗D

−H/2
1

] , +∞).

Doing so will lead us to a lower bound on the total transmit power consumption. Such a

lower bound will give a measure of the maximum performance gap between the proposed

schemes and the seemingly unattainable optimal solution.

4.2.4 Complexity Analysis

Defining M , RLw − Lnz + 1, we can see that b̄n is M × 1, and matrices D̄1,n, En(z),

and Λ−1
n (z) are M ×M . The complexity of computing the numerator in (4.56) is O(M3).
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Similarly, the complexity of computing the denominator in (4.56) is O(M3). Therefore, the

complexity of evaluating (4.56) is O(M3). On the other hand, the complexity of evaluating

(4.53) is O(M3). Bisection and Newton-Raphson algorithms converge fast within a few

iterations regardless of the problem size. As such, their computational complexities are

mostly independent of the problem size i.e., they are constant, see [102], and hence, do

not contribute to the order of computational complexity. The above computations are

repeated for each tap of the end-to-end CIR, for Lnz = |N | taps, the overall complexity of

the proposed algorithm is O(LnzM
3). Note that the maximum number of end-to-end CIR

taps is Lnz = Lh = 2L + Lw − 2, thus, the complexity is O(Lh(RLw − Lh + 1)3).

4.3 Remarks

Remark 1: It is worth mentioning that to tackle the frequency-selectivity of the links,

one could use a multi-carrier relaying protocol, where each relay uses DFT followed by sub-

carrier-dependent weights and IDFT, thereby implementing a frequency-domain filtering.

Such a multi-carrier relaying scheme was studied in [43]. The proposed schemes, which

rely on time-domain filtering at the relays, have several important advantages compared to

the solution of [43]. The first advantage is that implementation of filtering in time-domain

requires the optimization of only a few filter taps at each relay, while the multi-carrier

scheme of [43] asks for optimizing as many weights as the number of sub-carriers at each

relay. Hence, obtaining the solutions to the proposed schemes requires less computational

complexity, as compared to the multi-carrier scheme of [43]. Moreover, OFDM-based relays

require more complexity as compared to FIR-based relays with only a few taps. Last but

not least, the performance of the multi-carrier relaying scheme of [43] is significantly inferior

to the proposed schemes, as shown in the next section on simulation results. Indeed, we

show through numerical examples that the proposed schemes significantly outperform the

multi-carrier scheme of [43]. This could be attributed to the fact that the multi-carrier

scheme of [43] amounts to circular convolution at the relays while the proposed schemes

rely on linear convolution, which is known to be an efficient method for equalization.
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Remark 2: It is a common approach to assume prefect CSI at the algorithm design

stage as it allows us to gain insights with perfect CSI. Also, algorithms which rely on

perfect CSI provide ultimate performance bounds. Such bounds in turn will be quite useful

once one aims to design schemes that are robust in the presence of imperfect CSI. Indeed,

designing robust schemes for the considered system will be the next natural direction in this

line of work. Such robust schemes can rely on worst-case performance optimization based

schemes [107] or on chance constrained approaches [108].

Remark 3: Assuming that the transceivers have the knowledge of all the channels

between all the relays and both transceivers is realistic in cloud radio access network (C-

RAN) architectures, where the global CSI is collected at a central unit, thereby allowing

centralized processing.

Remark 4: We herein assumed perfect self-interference cancellation. In case perfect

self-interference cancelation cannot be achieved (for example, due to imperfect CSI), one

can always model the residual self-interference as noise and still use the proposed schemes

to obtain an upper-bound performance for more practical scenarios.

Remark 5: Note that the diagonalization of the end-to-end channel, as implied in

(4.13) and (4.14), requires that the CP is longer than the delay spread of the end-to-end

channel. Large end-to-end delay spreads will result in rate loss in any OFDM-based system

and the proposed scheme with the gradient-based solution is no exception. However, our

proposed frequency-flat CIR solution does not suffer from large delay spreads as this solution

forces the end-to-end channel to be frequency-flat, allowing a CP with length zero (no CP).

This is yet another reason why one may prefer our proposed frequency-flat CIR solution

over the gradient-based solution. Even the gradient based solution is expected to require

shorter CP as the task of end-to-end channel equalization is distributed in the network and

at the relays and is not carried out at the two end-nodes.

4.4 Numerical Results

In this section, we study the performance of the two proposed algorithms which are referred

to as gradient steepest descent solution and frequency-flat CIR solution. We consider two
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Figure 4.2: Power consumption performance versus the required sum-rates with R = 10,
Lds = 3, L = 46, Lw = 5, N = 1024, and Lcp = 12.

OFDM-based transceivers in a 10 MHz bandwidth with N = 1024 sub-carriers commu-

nicating at carrier frequency 2.3 GHz through R relay nodes which employ FIR filters of

order of Lw. The carrier frequency is 2.3 GHz. Transceivers are stationary and are lo-

cated at the Cartesian coordinates of (−1, 0) km and (1, 0) km. The R relay nodes are

randomly located over an area of 500 meters by 500 meters centered at (0 , 0) km. Each

relay-transceiver channel is considered quasi-static frequency-selective with a delay spread

of Lds, i.e., only Lds consecutive taps of {fr[∙]}Rr=1 and {gr[∙]}Rr=1 are non-zero. With this

geometry and assuming a sampling rate of 10 M samples/sec, we can obtain L0 = 25 and

L = Lds + 43. The Okumura-Hata model for urban environment is used to model the path

loss as 137.03 + 35 log10(d), with the path loss exponent being 3.5. We assume shadowing

standard deviation to be 8 dB. The small scale fading coefficients are modeled as indepen-

dent and identically distributed complex Gaussian random variables with zero mean and

unit variance. The noise at the transceivers and the relays are also modeled as zero-mean

white Gaussian random variables with variance σ2 = −104 dBm, which is equivalent to the

noise level in a 10 MHz transmission bandwidth. Throughout our simulations, we compare

different techniques in terms of the minimum total transmit power in (4.20) achieved by

them under the sum-rate constraints. We plot the average minimum total transmit power,

which is the minimum total transmit power averaged over all channel realizations.
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In our first numerical experiment, we set R = 10 and Lw = 5, and assume each

relay-transceiver channel to have Lds = 3 non-zero taps, leading to L = 46. Fig. 4.2

compares the performance of our proposed schemes with the lower bound that we obtained

in Subsection 4.2.3 as well as with the performance of the single-carrier SOCP-based (SC-

SOCP) algorithm of [21], and the multi-carrier scheme of [43]. Assuming FF relay nodes, the

SC-SOCP algorithm minimizes the total transmit power subject to SINR constraints at the

two transceivers. For comparison, we use β1 and β2 as the transceivers’ SINR requirements

for the SC-SOCP algorithm14.

We need to stress that as the SC-SOCP method is not always feasible for arbitrary

channel realizations, the performance of this method is averaged only over the feasible

cases, see [21]. The multi-carrier scheme of [43] is a suboptimal iterative algorithm which

aims to minimize the total transmit power subject to sum-rate constraints for a TWR

network where all the nodes employ OFDM transmission and reception schemes. We herein

refer to this algorithm as the multi-carrier distributed beamforming and power allocation

(MC-DBPA) method. We point out that for the SC-SOCP algorithm, no CP insertion is

needed. Also, for the frequency-flat CIR solution, the CP insertion is not required either

as the end-to-end channel will result in a zero delay spread by the design. However, for the

proposed gradient steepest descent solution and for the MC-DBPA method of [39], we need

to insert a CP of length of Lcp = 12. This value of Lcp is obtained based on the geometry of

the scenario detailed earlier and is equal to the difference between the time of arrival of the

first sample of the signal with the shortest travel time possible and the time of arrival of the

last sample of the signal with the longest travel time possible. Note that to compare the

gradient steepest descent method with the frequency-flat CIR method at the same effective

data rates per subcarrier r1/N and r2/N , we need to take into account the CP overhead

for the loss of data rate in the gradient steepest descent method. Thus, the corresponding

data rate requirement in problem (4.26) for the gradient steepest descent method (including

the initialization using the frequency-flat CIR method) should be scaled as rj(N + Lcp)/N ,

14In terms of computational complexity, the SC-SOCP method involves a two dimensional search over
a grid, which covers all possible values of transmit powers of the two transceivers, followed by solving an
SOCP over each vertex of this grid. However, the computational complexity of the grid search method
is too high for practical implementation. As such, this method is used in our simulation results only to
benchmark the performance of the proposed solutions.
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j = 1, 2, that is we initiate the gradient steepest descent solution with the solution of the

frequency-flat CIR method with r1 and r2 scaled by (N + Lcp)/N .

We observe from Fig. 4.2 that our proposed algorithms substantially outperforms the

MC-DBPA algorithm. The reason is that the MC-DBPA scheme is an iterative coordinate-

descent method whose performance largely depends on the initial values of the weight vec-

tors, thereby leaving the solution readily susceptible to trapping in a local minimum. In

particular, our proposed frequency-flat CIR solution with Lw = 5 can approximately achieve

an improvement in the range of 35 − 47 dB compared to the MC-DBPA method. Our pro-

posed gradient steepest descent based algorithm is also sensitive to the initial values of

the weight vector and can also trap in a poor local minimum. However, initiated by the

solution obtained from our frequency-flat CIR solution, the gradient steepest descent based

algorithm can marginally perform better than the frequency-flat CIR solution for the pa-

rameters chosen in this example15. Note that as shown in Fig. 4.2, although both proposed

algorithms perform close to the SC-SOCP method, our algorithms are always feasible and

the SC-SOCP technique may not always be feasible, see [21]. Moreover, the SC-SOCP tech-

nique requires a much higher computational complexity, compared to the proposed scheme.

As can be seen in this figure, the proposed methods are within less than 3 dB from the

(unknown) optimal solution as the performance gap between our proposed methods and

that lower-bound is less than 3 dB.

Fig. 4.3 displays the average minimum total transmit power of the proposed algorithms

versus the order of the FIR filters, Lw, at the relays, for two different effective data rates of

1 and 4 bits/s/Hz. In this example, we have to choose Lcp = 2Lds +Lw +1 = Lw +7 for the

gradient steepest descent solution. According to Fig. 4.3, for a TWR network with R = 10

relay nodes, increasing the order of the relays’ FIR filter Lw reduces the total transmit power

consumed in the network, at the expense of increased end-to-end delay. As can be seen from

this figure, the gradient steepest descent based algorithm outperforms the frequency-flat CIR

solution when the order of the relays’ FIR filters are low. In particular, when we choose

Lw = 1 (i.e., AF relaying), the gradient descent steepest method outperforms the frequency-

15In our next examples, we soon show that our gradient steepest descent based algorithm can outperform
our frequency-flat CIR solution. Indeed, a good initialization for the MC-DBPA scheme is not known, and
thus, this scheme is very susceptible to the choice of initial point.
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Figure 4.3: The effects of the relays’ FIR filter order, Lw, on power consumption performance
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Figure 4.4: The effects of the number of the relays, R, on power consumption performance
with Lds = 3, L = 46, Lw = 5, N = 1024, and r1
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= 1 (bits/s/Hz) for the gradient steepest descent solution.
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flat CIR solution by about 7 dB. Hence, the gradient descent steepest method can lead to

a lower power consumption with lower end-to-end lower delay at the price of increased

computational complexity. It can also be seen from Fig. 4.3 that the performances of the

two proposed techniques do not improve much beyond Lw ≥ 7. This figure also shows that

as the required effective rates are increased from 1 bit/s/Hz to 4 bits/s/Hz, the performance

gap between the two proposed methods diminishes for Lw ≥ 7, indicating that we can rely on

the frequency-flat CIR solution and avoid the additional iterations involved in the gradient

steepest descent solution. Nevertheless, for lower values of Lw, the gradient steepest descent

solution remains the winner method.

The effect of increasing the number of relay nodes, R, is studied in Fig. 4.4. In

this figure, we assume frequency-selective relay-transceivers channels with Lds = 3 taps

and choose Lw = 5, with sum-rate requirements of r1/N = r2/N = 1 (bit/s/Hz) for the

frequency-flat CIR solution and sum-rate requirements of r1/(N + Lcp) = r2/(N + Lcp) = 1

(bit/s/Hz) for the gradient steepest descent solution. We also have to choose Lcp = 2Lds +

Lw + 1 = 12 for the gradient steepest descent solution. Fig. 4.4 demonstrates that as the

number of relay nodes is increased, the average minimum total transmit power is reduced.

From this figure, we observe that increasing the number of relay nodes in the network

can consistently reduce the average minimum total transmit power. One reason for this

behaviour is the enhanced channel diversity when more relay-transceiver paths exist in the

network. Another reason is that as the number of relay nodes increases in the network,

gain of the distributed relay beamforming becomes higher as the degrees of freedom in the

relay channel are increased. It is worth mentioning that in Fig. 4.4, the frequency-flat

CIR solution outperforms the gradient steepest descent method for R > 30. This seems

to counter the fact that the latter method is designed to improve the performance of the

former technique. To explain this, we stress that in order to fairly compare the sum-rates

achieved by the gradient steepest descent method and the frequency-flat CIR method, one

has to take into account the overhead of the CP length for the data rate loss in the former

method. Hence, for the gradient steepest descent method using the CP, a higher sum-rate

requirement must be enforced in (4.26) with r1 = r2 = N + Lcp, to achieve the same data

rate of that uses the frequency-float CIR solution. These higher sum-rate requirements
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Figure 4.5: The average minimum total transmit power versus the number of taps in the
frequency-selective channels, when R = 10, Lw = 5, N = 1024, and r1

N
= r2

N
= 1 (bits/s/Hz),

for the frequency-flat CIR solution and r1

N+Lcp
= r2

N+Lcp
= 1 (bits/s/Hz) for the gradient

steepest descent solution.

appear not to be compensable by the performance improvement offered by the gradient

steepest descent method over the frequency-flat CIR method, for R > 30..

Fig. 4.5 studies the performance of the proposed algorithms in TWR networks, where

the frequency-selective channels have a different number of taps. In this experiment, we

choose Lcp = 2Lds +Lw +1 = 2Lds +6 for the gradient steepest descent solution. As can be

seen from this figure, the performance of the frequency-flat CIR solution is first improved

when 1 ≤ Lds ≤ 5 and then is worsened when Lds > 5. This behavior can be associated

with the trade-off between channel diversity and available degrees of freedom. When Lds

is increased, the diversity in the end-to-end channel is increased, and at the same time, it

becomes increasingly more difficult to force the end-to-end channel to be frequency-flat with

a given number of relays and a given order for the relays’ FIR filters. Fig. 4.5 shows that for

Lds < 5, the advantages of channel diversity prevails while for Lds > 5, the limited degree of

freedom is the dominant factor in deteriorating the performance of the frequency-flat CIR

solution. Such a trade-off does not exist in the gradient steepest descent method as this

method does not aim to force the end-to-end channel to be frequency-flat. As such, the

performance of the latter method monotonically improves as Lds is increased.
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Chapter 5

Unsupervised User clustering and
Power Allocation Design

In this chapter, we consider the problem of joint user clustering and power allocation in

downlink transmission of NOMA-aided massive MIMO networks, where both co-located

and distributed structures are considered for the massive MIMO system. We formulate

a total transmit power minimization problem subject to SINR constraints at the users to

jointly design the user clustering and power allocation coefficients. This study is the first

attempt which considers a joint problem of power allocation and user clustering design for

minimizing the total transmit power in both co-located and distributed massive MIMO-

NOMA networks. We present a three-step solution for the formulated minimization, where

we first employ a machine-learning-based method to perform the NOMA user clustering

task, then we design the beamforming weights, and lastly, we solve a linear programming

optimization solely for obtaining the power allocation coefficients.

The rest of this chapter is organized as follows: System description is presented in

Section 5.1. In Section 5.2, the minimization problem is formulated and a solution for

user clustering and power allocation is developed. Case study and Simulation results are

discussed in Section 5.3.
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Figure 5.1: A co-located massive MIMO-NOMA setup where Kt single-antenna UEs are
grouped into R = 4 clusters and M transmitting antennas are located at one BS.

Figure 5.2: A distributed massive MIMO-NOMA setup where M single-antenna APs are
serving Kt single-antennas UEs which are grouped into R = 2 clusters.
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5.1 System Description

We consider downlink transmission in a NOMA-aided massive MIMO system with M trans-

mit antennas at base station(s), BS(s), and a total of Kt single-antenna users, with Kt �M .

The M transmit antennas can be either co-located at one BS as the conventional multi-

antenna BS, as shown in Fig. 5.1, or be distributed in a serving area, as depicted in Fig.

5.2. We refer to the former scenario with co-located antennas as a C-MIMO system and

the latter with distributed antennas as a D-MIMO system. The cell-free massive MIMO

system recently proposed is an example of such D-MIMO system, where the distributed

M single-antenna access points are connected together via a CPU [8, 9, 24–26]. All APs

simultaneously serve the Kt users. To simplify the notations, we hereafter use APm to refer

to either the m-th antenna in the C-MIMO system, or the m-th AP in the D-MIMO system,

for m ∈M , {1, . . . , M}.

5.1.1 Clustering Model

For a NOMA-aided MIMO system, we assume the UEs are grouped into R clusters, where

R ≤ Kt. Let R , {1, 2, . . . , R}. Data transmission to the UEs in each cluster are using

the same MISO beam formed by the M antennas, but with different power allocations via

the power-domain NOMA technique. Different clusters are served on separate beams. Let

K = {1, 2, ...., Kt}. Let Kr denote the index set of UEs that belong to cluster r, with the

size of the cluster being Kr = |Kr| ≥ 1, for r ∈ R. We assume each UE only belongs to one

cluster. Thus, we have Kr ∩ Ki = ∅, r 6= i, ∀i, r ∈ R, ∪R
r=1Kr = K, and

R∑

r=1

Kr = Kt. (5.1)

5.1.2 Channel Model

To simplify the analysis, the independent and identically distributed (i.i.d.) Rayleigh fading

channel model is widely used in massive MIMO literature. However, in practical scenarios,

the Rayleigh fading model cannot account for the effects of the LoS path between each
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AP and each UE, as well as the correlation among non-LoS pathes which is caused by

scattering clusters [100, 109]. LoS transmissions are commonly expected in ultra-dense

applications of 5G networks where propagation distance is short. Therefore, we consider

spatially correlated Rician fading channels in this work, where physically close UEs can

experience highly correlated channels. It is known that spatial correlation can undermine

the performance of MIMO systems. Hence, we later design a clustering algorithm which is

able to deploy the correlation between channels as a feature to decide whether to integrate

NOMA into the MIMO system and ameliorate an otherwise weak performance, or to keep

using the existing spatial degrees of freedom without adopting NOMA clustering.

We assume the channels are frequency-flat and constant in each coherence time block.

Let hmk denote the complex channel coefficient at APm to UEk, and hk , [h1k, . . . , hMk]
T

denote the channel vector from all APs to UEk, k ∈ K. In many 5G network deployment

scenarios, such as densely deployed systems, the transmission propagation distance is short,

and the channels commonly contain an LoS path. In this work, we consider the spatially

correlated Rician channel model, consisting of both an LoS path and non-LoS components

caused by multipath propagation. For UEs that are physically close by, their channels

from the APs may be highly correlated to each other. In our case studies in Section 5.3,

we consider two different Rician fading models for the C-MIMO system and the D-MIMO

system, respectively [100,109]. We assume APs have a perfect knowledge of CSI.

5.1.3 Signal Model

We assume downlink transmissions for the aforementioned NOMA-aided massive MIMO

network where perfect CSI is available at AP node(s). In practice, such systems can operate

in time division duplex (TDD) mode by transmitting uplink pilot sequences to estimate the

CSI. However, it is a common practice to assume perfect knowledge of CSI at the system

design stages, in virtue of garnering insights about the ultimate performance bounds of

the designed algorithm [90, 91, 101]. In this section, we aim to develop a generalized signal

model for NOMA-aided massive MIMO downlink transmissions which can be used for both

D-MIMO and C-MIMO systems. Note that in our unified system model, only the employed

channel model is slightly different as it was defined in (5.27) and (5.21) for the D-MIMO
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systems and the C-MIMO systems, respectively.

Recall that UEs in the same cluster are served on the same downlink beam. The data

of these UEs in the cluster are superimposed for transmission. Let wrm denote the complex

beamforming weight coefficient at APm for cluster r, and wr , [wr1, wr2, . . . , wrM ]T denote

the M × 1 beamforming vector from all APs to cluster r. We assume wr is normalized as

‖wr‖ = 1. The received signal at UEk in cluster r from all M APs is given by

yk =
√

pkw
H
r hksk︸ ︷︷ ︸

desired signal

+ wH
r hk

∑

j 6=k,j∈Kr

√
pjsj

︸ ︷︷ ︸
intra-cluster interference

+
R∑

r′=1,r′ 6=r

wH
r′ hk

∑

j∈Kr′

√
pjsj

︸ ︷︷ ︸
inter-cluster interference

+nk, k ∈ Kr, r ∈ R (5.2)

where sk is the symbol intended for UEk with E{sk} = 0 and E{|sk|2} = 1, pk denotes

the total power from all APs allocated to UEk, and nrk ∼ CN (0, 1) is the receiver additive

Gaussian noise at UEk in cluster r. We assume that all the users have the same noise power.

The second term in (5.2) is the intra-cluster interference from signals intended for other UEs

in the cluster who share the same beam, and the third term is the inter-cluster interference

from other clusters who use different transmission beam.

By the power-domain NOMA technique, a user with a stronger channel is assigned a

lower power, while a user with a weaker channel is assigned a higher power. Within each

cluster, each user applies the SIC operation to successively decode and remove the interfering

signals for those users whose channels are weaker than this user’s channel. The remaining

intra-cluster interference at the user consists of the signals of those users whose channels

are stronger than this user. Without loss of generality, the users within each cluster r are

indexed according to the decreasing order of their instantaneous beamed channel gains: 1

∣
∣wH

r hk

∣
∣2 ≥

∣
∣wH

r hj

∣
∣2 ∀k, j ∈ Kr and k < j. (5.3)

Given the ordering in (5.3), UEk in cluster r can decode and remove interference from

any UEj , where j > k, j, k ∈ Kr, by the SIC processing. As a result, after SIC, the

1User ordering problem is not trivial, and analyzing such methods is beyond the scope of this work.
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post-processed signal at UEk is given by

ỹk =
√

pkw
H
r hksk︸ ︷︷ ︸

desired signal

+ wH
r hk

∑

j<k,j∈Kr

√
pjsj

︸ ︷︷ ︸
intra-cluster interference

+
R∑

r′=1,r′ 6=r

wH
r′ hk

∑

j∈Kr′

√
pjsj

︸ ︷︷ ︸
inter-cluster interference

+nk, k ∈ Kr, r ∈ R (5.4)

where the second term shows the residual interference from those users which have stronger

channel than UEk.

5.1.4 Expressions for SINR and Total Transmit Power

Let Γk
k denote the instantaneous SINR after the SIC operation at UEk to detect symbol sk.

From (5.4), Γk
k is given by

Γk
k =

pk|wH
r hk|2

1 + |wH
r hk|

2
∑

j∈Kr ,j<k

pj +
∑

r′ 6=r

|wH
r′ hk|

2
∑

j∈Kr′

pj

, k ∈ Kr, r ∈ R. (5.5)

The details of the derivation of (5.5) are given in Appendix C.2.

The total transmit power from all APs is given by

Ptotal =
Kt∑

k=1

pk = 1Tp (5.6)

where p , [p1, . . . , pKt ]
T is the power allocation vector.

5.1.5 Condition for Successful SIC Operation

Let Γ̄j
k denote the instantaneous SINR at UEk to decode sj intended for UEj , and let Γ̄j

j

denote the instantaneous SINR at UEj to decode its own symbol sj , k, j ∈ Kr. We use

subscript to indicate which user the signal is received at, and the superscript to indicate

which user’s symbol to be detected. Note that, different from Γk
k, both Γ̄j

k and Γ̄j
j are SINRs

without SIC processing. From information theoretic perspective, the necessary condition

for the SIC at UEk to successfully decode sj intended for UEj in the same cluster is given
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Γ̄j
k =

pj |wH
r hk|2

1 + |wH
r hk|2

∑
k′ 6=k,k′∈Kr

pk′ +
∑

r′ 6=r |w
H
r′ hk|2

∑
k′∈Kr′

pk′
, ∀k, j ∈ Kr. (5.8)

Γ̄j
j =

pj |wH
r hj|2

1 + |wH
r hj|2

∑
k′ 6=k,k′∈Kr

pk′ +
∑

r′ 6=r |w
H
r′ hj|2

∑
k′∈Kr′

pk′
, ∀j ∈ Kr. (5.9)

by [86]

Γ̄j
k ≥ Γ̄j

j , k < j, k, j ∈ Kr, r ∈ R. (5.7)

It should be noted that the aforementioned SIC condition in (5.7) must be holds true at

each UEk for conducting the SIC operation. The instantaneous SINRs, Γ̄j
k and Γ̄j

j , can be

obtained using (5.2). Similar to (5.5), the instantaneous SINR of receiving data symbol sj

at UEk in cluster r, Γ̄j
k, can be obtained by (5.8). Similarly, the instantaneous SINR of

receiving data symbol sj at UEj in cluster r, Γ̄j
j , is given by (5.9). To further simplify the

SIC condition in (5.7), using (5.8) and (5.9), we can write2

|wH
r hk|

2a(p−r,hj) ≥ |w
H
r hj|

2a(p−r,hk) (5.10)

where for any given vector h, we define a(p−r,h) , 1+
∑

r′ 6=r |w
H
r′ h|

2
∑

k∈Kr′
pk. The vector

p−r is defined as a subset of power allocation vector, p, including those power coefficients

which do not belong to cluster r, i.e., pk for k ∈ {Kr′}r′ 6=r. It is evident from (5.10) that

successful SIC decoding depends on the values of the channel gains as well as the power

allocation coefficients. An important point to highlight here is that the performance of the

SIC process also depends on the accuracy of CSI estimations. That is, in practice, there

exists some residual interference after performing SIC, which is known as the imperfections

in SIC operation. However, as it is especially emphasized before, in this work we assume

a perfect knowledge of CSI in order to focus on the ultimate performance bounds of our

proposed solution. The effects of such imperfections can be considered in future work.

2 See Appendix C.3 for derivation details.
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5.2 Joint Design Optimization

We consider the joint design of beamforming, user clustering, and power allocation for

NOMA-aided massive MIMO systems. Our goal is to minimize the total transmit power

subject to the SINR requirement at each user. The user clusters can be specified by the

number of clusters R, and the user association to each of R clusters {Kr}Rr=1. Thus, the

joint optimization problem is formulated as follows

min.
R,{Kr},{wr},p

Kt∑

k=1

pk (5.11a)

s.t. Γk
k ≥ γk, k ∈ K (5.11b)

Γ̄j
k ≥ Γ̄j

j, j > k, j, k ∈ Kr, r ∈ R (5.11c)

pk ≥ 0, k ∈ K (5.11d)

|Kr| ≥ 1, r ∈ R (5.11e)

Kr ∩ Kj = ∅, r 6= j, r, j ∈ R (5.11f)

R∑

r=1

|Kr| = Kt (5.11g)

where γk denotes the SINR requirement at UEk. The constraint in (5.11b) sets the SINR

requirement for each UE. The constraint in (5.11c) ensures successful SIC operation in each

cluster, and the clustering constraints are specified in (5.11e)–(5.11g).

The optimization problem in (5.11) is a mixed-integer program. The SINR expression is

non-convex with respect to {wr} and p. This joint optimization problem is very challenging

to solve. To make the problem more tractable, we consider a specific type of beamforming

method and decompose the joint optimization problem in (5.11) into two subproblems:

the clustering subproblem and the power allocation subproblem. We propose a three-step

procedure to solve them:

1. We develop a novel fast user clustering algorithm based on an unsupervised learning

technique, utilizing the correlation characteristics of the user channels.

2. We consider a zero-forcing (ZF) beamformer scheme and design the beamforming

coefficients for a given clustering set.
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3. Lastly, for the given clustering solution and the beamforming method, we reformulate

the minimization problem in (5.11) into a linear programming problem for power

allocation optimization.

5.2.1 Learning-Based User Clustering Approach

We propose a novel learning-based clustering algorithm. It utilizes the correlation among

users’ channel vectors, {hk}
Kt
k=1 to form a metric to make the user clustering decision. It

is known that with multi-antenna transmitters, the spatial domain can be explored to

separate users’ data. However, in a correlated propagation environment, users’ channels

may be highly correlated. This limits the degrees of freedom that can be explored at the

transmitters to eliminate interference among users. As a result, only relying on transmit

beamforming may result in poor performance. To address this, for the correlated users, we

leverage NOMA techniques to group them in the same cluster and use the power domain

to separation their data. The virtue of our proposed method is the ability to automatically

switch between using the spatial domain MIMO (SD-MIMO) and power domain NOMA-

MIMO for multi-user transmission, depending on the availability of degrees of freedom

presented in the system. That is, upon lack of enough spatial dimension, our proposed

clustering algorithm assembles more correlated users into the same cluster to operate on

the so-called NOMA-aided mode. In contrast, when enough degrees of freedom are available

on spatial dimension through the usage of a massive number of APs, our proposed algorithm

tends to stay in the conventional SD-MIMO mode and deploy the spatial dimension to serve

fewer users on each separate beam. In other words, our proposed clustering algorithm is

able to automatically decide on the number clusters, R, and on the size of each cluster, Kr.

We develop a clustering algorithm based on a modified version of the unsupervised

mean-shift clustering to form NOMA clusters. The mean-shift clustering [110–113] is a

mode-seeking iterative procedure, in which the local maxima (modes) in data distribution

are found by using a window kernel density estimation technique. As a result, the mean-

shift algorithm is able to determine the cluster members as well as the number of clusters

for a given set of data points.
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Selection of a suitable feature space makes a significant contribution toward the re-

duction of dimensionality in the mean-shift clustering. Motivated by the fact that the cor-

relation among channels can undermine the transmit beamforming performance of MIMO

systems, we span a feature space based on the normalized complex-valued channel vectors,

i.e., xk = hk

‖hk‖
for k ∈ K. In other words, we aim to group users into the same clusters

based on how correlated their channels are. With such clustering, we can employ the NOMA

technique within each cluster to separate users using the power domain and to overcome

the limitation of spatial dimension for user separation due to channel correlation in the

conventional SD-MIMO systems. Specifically, correlated users inside each cluster perform

the SIC operation to remove an otherwise irremovable intra-cluster interference from other

users with weaker channels.

Let X = {xk : xk = hk

‖hk‖
e−j∠h1k , ∀k ∈ K} denote a M -dimensional phased aligned

data set3. In the context of kernel density estimation for the mean-shift algorithm, the

notion of kernel profile is often used for symmetric kernels. For given kernel F (∙) and

variable vector x, the kernel profile f(∙) satisfies F (x) = β k(‖x‖2) for the non-negative

entries of the vector, x ≥ 0 [113], where the constant β serves as the normalization factor

such that F (x) integrates to one. Using the kernel profile concept, we can define a kernel

density estimator (KDE) as

ψ(x) =
β

KtλM

Kt∑

k=1

f

(

‖
x− xk

λ
‖2
)

(5.12)

where λ > 0 denotes the kernel estimator bandwidth which affects the shape of the final

KDE function. The underlying principle of the mean-shift algorithm is to find the modes 4

of the KDE function in (5.12). For a large kernel bandwidth, the KDE surface tends to

have less peaks, i.e, a fewer number of clusters, whereas with a smaller kernel bandwidth,

the KDE results in more clusters. In its original format, the mean-shift clustering chooses

a centroid point from the set of data points, t ∈ X , and computes a new centroid, tnew, as

3We later propose the usage of the inner product operation as a criterion for our proposed clustering
task. Therefore, we must precede by a caveat on redefining the co-phased data points. To do so, one can
use a simple phase-alignment operation on data points such that the first entry of each data point vector
has zero phase.

4The modes are the points that make the gradient of the density function equals to zero.
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follows

tnew =

∑

xi∈Xr

xi f

(

‖
xi − t

λ
‖2
)

∑

xi∈Xr

f

(

‖
xi − t

λ
‖2
) . (5.13)

Here, mean-shift refers to the shifts of the current centroid toward the new centroid, tnew.

In the original mean-shift clustering, the clustering criterion is defined based on the

Euclidean distance between data point vectors using the norm operation. This metric is not

applicable to our problem to indicate the correlation level of two channels 5. To tackle this

problem, we propose a modified version of the mean-shift clustering method which resorts

to the inner product operation to measure the correlation among data points instead of

using the Euclidean distance measurements6.

For a correlation threshold of τ , (0 < τ ≤ 1), let Xr signify the set of those data

points associated with the cluster r which satisfy the condition |tH
r xk| > τ i.e., Xr = {xk :

|tH
r xk| > τ, ∀xk ∈ X}, where tr is a measure of normalized centroid of current points

owned by cluster r. As such, we measure the inner product between any data point and

the normalized cluster center of each cluster r to determine whether or not that data point

can be associated to the cluster r. Consequently, with this modification, the conventional

kernel estimation expression in (5.13) is given by

t̄r =

∑

xk∈Xr

xk f

(
1− |tH

r xk|
1− τ

)

∑

xk∈Xr

f

(
1− |tH

r xk|
1− τ

) , (5.14)

tnew
r ,

t̄r

‖t̄r‖
(5.15)

where tnew
r is the new normalized centroid, and the Gaussian kernel profile f(∙) is used.

5The metric is sensitive to phase shift perturbations when complex-valued data points are being used.
6 The aforementioned drawback of the original mean-shift clustering can be easily seen by considering

two highly correlated vectors, t and x, which only differ on some phase shift of θ, as t = h and x = hejθ.
The conventional mean-shift method fails to correctly capture the correlation between these two vectors as
the Euclidean distance ‖t− x‖ is a function of θ, i.e., |1− ejθ|. However, in our proposed method, the dot

product operation, |tHx|
‖t‖‖x‖ , can accurately capture the correlation between any two vectors.
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Note that in (5.14), the “distance ” between data points is measured by the correlation

threshold level τ , while in (5.13) this distance is determined by the Euclidean scale of the

kernel bandwidth λ.

The main steps of the proposed mean-shift clustering algorithm are summarized in

Algorithm 3. Note that as the number of APs (M) increases, the dimension of data point

vectors increases and the correlation of two different channel vectors (data points) decreases.

As a result, as the degrees of freedom increases with M , the proposed algorithm can auto-

matically form more clusters with fewer users per cluster to use the spatial domain, instead

of power domain, to separate the users.

Algorithm 3 The correlation-based mean-shift clustering

1. Define each data point as xk = hk

||hk||
e−j∠h1k for k ∈ K; let X = {xk, k ∈ K}; Set the

correlation threshold τ ∈ (0, 1]; Set the iteration threshold ε.

2. Let T ⊆ X denote the cluster center. Initialize T = X , and set r = 1.

3. Set l = 0, and randomly select a centroid point t
(l)
r ∈ T .

4. Obtain the set of data points associated to cluster r, such that Xr = {xk : |tH
r xk| >

τ, ∀xk ∈ X}.

5. Update centroid: For Xr, compute

t(l+1)
r =

∑
xk∈Xr

xk f(1−|t(l)Hr xk|
1−τ

)
∑

xk∈Xr
f(1−|t(l)Hr xk|

1−τ
)

,

and t
(l+1)
r ← t

(l+1)
r

‖t(l+1)
r ‖

.

6. If |t(l)
r − t

(l+1)
r | > ε, set l ← l + 1, and go to Steps 4; Otherwise, go to Step 7.

7. Update T ← T \Xr. If T 6= ∅, then set r ← r + 1 and go to Step 3. Otherwise,
clustering is complete.

5.2.2 Complexity Analysis of Proposed Clustering Algorithm

In this section, the complexity of the proposed modified mean-shift clustering algorithm is

analyzed. The computation of the inner product between tr and xk in (5.14) is M flops with

a total of KtM flops for all data points. The complexity of computing all centroids is cKtM
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where c > 0 is a constant. If Ia denotes the average number of iterations required to obtain

the data points associated with cluster r, i.e., Xr, then the complexity of the proposed

mean-shift clustering algorithm amounts to O(IaMKt). We will show through numerical

simulations that the average number of required iterations, Ia, is a approximately constant

value which is independent from the problem dimension M . In summary, the complexity of

the proposed algorithm is O(KtM) which is linear with respect to the problem dimension.

5.2.3 Beamforming Design

To determine beamforming weights {wr}, we use the ZF beamforming approach to suppress

the inter-cluster interferences. The ZF beamformer can nullify the interference among clus-

ters by projecting the received signal onto the interference null space. Since the same beam

is used for each cluster, to effectively design the ZF beamformer, we propose to use form

the desired beam using the centroid tr in each cluster r, and project it into the interference

null space.

Let us first define the channel matrix Hr ∈ CM×Kr , whose columns are the collection

of user channels in the cluster r, {hk} for k ∈ Kr. Now, for the cluster r, we define its inter

cluster interference matrix, H−r, as

H−r , [H1, . . . , Hr−1, Hr+1, . . . , HR] ∈ CM×(Kt−Kr). (5.16)

The basis for the null space of H−r can be found through the QR-decomposition of

H−r [114]. Specifically, the QR-decomposition of H−r is given by

H−r = Qr Rr =
[
Q

′

r, Q
′′

r

]
[
R

′

r

0

]

= Q
′

r R
′

r, (5.17)

where Q
′′

r aaawis the basis matrix of the null space of H−r, i.e., HH
−r Q

′′

r = 0. If the basis

matrix of the null space, Q
′′

r is not empty, the ZF beamforming vector is given by

wZF
r =

P̄r tr

‖P̄r tr‖
, for r ∈ R, (5.18)

where P̄r , Q
′′

r (Q
′′H
r Q

′′

r )
−1Q

′′H
r . If Q

′′

r , is empty, e.g. there is no inter-cluster interference,

and there is only one cluster in the system, we resort to a simple maximum ratio transmission
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(MRT) beamforming design as

wMRT
r =

tr

‖tr‖
, ∀r ∈ R. (5.19)

5.2.4 Power Allocation Problem

Given the clustering solution {Kr}Rr=1 and beamforming weights {wr}Rr=1 obtained in Sec-

tions 5.2.1 and 5.2.3, respectively, we can rewrite the power allocation optimization problem

in (5.11) as the following power minimization problem

min.
{pk}

Kt∑

k=1

pk (5.20)

s.t. Γk
k ≥ γk, ∀k ∈ Kr, r ∈ R

|wH
r hk|2

|wH
r hj|2

a(p−r,hj) ≥ a(p−r,hk), ∀j > k, j, k ∈ Kr,

pk ≥ 0, ∀k ∈ K

Note that both the objective and constraint functions in the minimization problem in

(5.20) are linear with respect to power variables {pk}, therefore, the problem is a linear pro-

gram (LP). To solve (5.20), LP solvers such as CVX [115], or linprog function in MATLAB

Optimization Toolbox can be employed to obtain the set of power allocation coefficients for

each user, {pk}
Kt
k=1.

5.3 Case Studies

In this section, we provide two case studies for C-MIMO and D-MIMO, respectively, to

evaluate the performance of the proposed NOMA-aided systems for downlink transmission.

We focus on spatially correlated Rician channel model among UEs, which presents limited

degrees of freedom in the system. The corresponding channel models are different in the

two cases, due to the different scenarios considered.

In both case studies, we set the carrier frequency of fc = 2.3 GHz. For the channel path

loss model, we assume the path loss exponent of 3.5, and the shadowing standard deviation

of 8 dB. For the noise figure of NF = 6 dB, and the transmission bandwidth of B = 20
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Figure 5.3: Illustration of C-MIMO Scenario.

MHz, the receiver noise power is σ2 = −174 + 10 log(B) + NF = −94dBm. In practical

situations, when the nodes are in close vicinity of each other, they experience correlated

shadow fading [8]. Therefore, we also consider the correlated shadow fading model proposed

in [8, 116].

5.3.1 Case 1: Co-located MIMO Scenario

We consider a propagation environment in which a central BS with a linear array of M

antennas, positioned at the origin, serves Kt = 16 UEs positioned within a circle of radius

100 m, centered at the BS, as shown in Fig. 5.3. The UEs are randomly located at five

fixed angles from the BS with random distance to the BS. Note that this scenario can be

seen as an extremely correlated environment where the BS cannot rely on spatial domain

to separate those UEs positioned at the same direction from the BS.

5.3.2 Correlated Rician Channel Model for C-MIMO:

Let Δk denote an M ×M correlation matrix due to the BS’s M antennas seen at UEk. The

(mi, mj)-th element is defined as [Δk]mi,mj
= r

|mi−mj |
k , for a given correlation coefficient

rk at UEk, for 0 < rk ≤ 1. Also, let dk denote the distance (in meter) between the BS
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and the UEk. Assuming the LoS path between the BS and UEk, we consider the Rician

model for the channel vector hk, with the Rician K-factor K(dk). The Rician K-factor

K(dk) describes the energy ratio between the LoS and non-LoS components and defined as

K(dk) = 101.3−0.003dk . Therefore, the Rician channel model is given by [117]

hk = h̄k αk(φk, θk) + Δ
1
2
k gk, ∀m, ∀k (5.21)

where h̄k αk(φk, θk) is the LoS component with αk(φk, θk) being the M × 1 array steer-

ing vector, and Δ
1
2
k gk term represents the non-Los component with gk ∼ CN (0, βkIM )

capturing scattered components from the BS to UEk in which the variance βk is defined as

βk =
1

1 + K(dk)
PLk, (5.22)

where PLk denotes the path loss (PL) between the BS and UEk and it can be modeled (in

dB) based on COST 231 Walfish-Ikegami model as [109]

PLk = −35.4− 26 log10(
dk

1 m
) + 20 log10(fc) + Fk. (5.23)

In (5.23), fc is the carrier frequency in MHz, and Fk represents the shadow fading coefficient.

The LoS component in (5.21) comprises of a large scale fading component h̄k

h̄k =

√
K(dk)

1 + K(dk)

√
PLk, (5.24)

and the array steering vector defined as follow for an array with an arbitrary geometry [118]

αk(φk, θk) = [ejk(φk,θk)T u1 , . . . , ejk(φk,θk)T uM ]T (5.25)

where the angles φk and θk denote the azimuth and the elevation angles from the BS to

UEk, respectively, the vector um = [x, y, z]T is the 3D Cartesian coordinate of the m-th

antenna, and k(φk, θk) denotes the phase shift vector experienced at the location um and it

is given by

k(φk, θk) =
2π

λc




cos(θk) cos(φk)
cos(θk) sin(φk)

sin(θk)



 (5.26)

where λc is the corresponding wavelength of fc.
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Figure 5.4: Average number of clusters versus number of antennas for Kt = 16, runs= 100,
and 20 user drops.

5.3.3 Simulation Results for C-MIMO Case

For the purpose of comparison, we have considered two other methods:1) a no-clustering

approach that only relies on spatial domain (SD) to separate all users via conventional

transmit beamforming, we name it as SD-MIMO; 2) the clustering method proposed in [101].

The authors in [101] proposed a machine-learning-based approach, i.e., K-means clustering

algorithm, for user clustering and power allocation problem for a NOMA-aided MIMO

system. However, their approach is not applicable to our problem because of two reasons:

First, as opposed to our proposed mean-shift clustering, the K-means clustering in [101]

cannot separate the users based on their channel correlation because it uses Euclidean

distance measures as criteria to group the users. Moreover, K-means clustering requires

the pre-knowledge of number of clusters, R, whereas the mean-shift clustering does not;

Second, the power allocation design proposed in [101] is based on a sum-rate maximization

problem subject to power constraints while in our design a total power minimization subject

to SINR constraints is considered. As a result, we consider the K-means-based clustering

method proposed in [101] in conjunction with our proposed power allocation solution, where

this scheme hereafter is referred to as K-means NOMA-MIMO scheme. In the following

simulations, UEs’ locations are generated for 20 drops and 100 independent Monte Carlo

channel realizations for each user drop.
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Fig. 5.4 shows the average number clusters versus the number of antennas (M) under

different clustering methods. For the proposed NOMA-MIMO different values of the correla-

tion threshold τ is considered. Note that our proposed clustering method in NOMA-MIMO

is able to estimate the number of clusters R, while the K-means NOMA-MIMO requires

to know the number of clusters R. We consider the K-means NOMA-MIMO scheme with

R = 5 clusters. In practice, the K-means NOMA-MIMO scheme requires an extra step to

estimate R. As it can be seen from Fig. 5.4, the average number of clusters in our proposed

NOMA-MIMO, gradually increases as the number of antennas grows. The reason is that by

increasing the number of antennas there are more degrees of freedom to separate users’ chan-

nels. In this case, users’ channels are less correlated and they no longer need to be clustered

together. Instead, they can rely on beamforming to separate each other. Note that a higher

number of clusters amounts to having fewer UEs at each cluster. In fact, such behavior

potentially gives our proposed clustering algorithm the ability to automatically decide on

the best mode of transmissions, namely NOMA-aided mode, or the conventional SD-MIMO

mode. In other words, our proposed NOMA-MIMO scheme groups automatically trade off

between the available degrees of freedom in the spatial domain and the power domain for

multi-user transmission. In contrast, the K-means NOMA-MIMO scheme resorts to a fixed

number of clusters and cannot adapt to the available degrees of freedom which is provided

by a massive number of antennas at BS.

In Fig. 5.5, we evaluate the probability of having feasible solutions for power allocation

problem (5.20) versus M for an SINR threshold of γk = 5 dB, k ∈ K. As it was expected,

with the considered highly correlated channel scenario, the SD-MIMO method demonstrates

a very poor feasibility performance due to its inability to distinguish between users which

are seen on the same beam direction. It can also be seen from Fig. 5.5 that the K-

means NOMA-MIMO approach achieves an even worse feasibility performance than the

SD-MIMO method at higher values of M . Such poor performance can be explained by

the fact that K-means NOMA-MIMO clustering method resorts to the Euclidean distance

to group the users which does not reflect the existing correlations among the users. As a

result, the feasibility performance of the K-means NOMA-MIMO method suffers from both

miss-clustering of the users, and utilizing a fixed number of clusters throughout all values of
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Figure 5.5: Comparison of probability of having feasible solution versus number of antennas
for γk = 5 dB, Kt = 16, runs= 100, and 20 user drops are used.

M . Fig. 5.5 shows that our proposed NOMA-aided solution can significantly improve the

feasibility performance for the highly correlated channel scenario in the C-MIMO systems.

This is because our method effectively utilizes the power domain to separate users, leading

to higher percentage of feasible solutions for the original problem (5.11). Moreover, as it

is compared in Fig. 5.5, higher values of correlation thresholds, e.g. τ = 0.9 can slightly

undermine the viability of the proposed NOMA-MIMO in terms of feasibility performance.

The reason for that is when higher values of correlation thresholds are used, less UEs are

grouped into clusters, which means the performance of the proposed method moves closer

to that of the SD-MIMO system in which each user is assigned to a separate cluster/beam.

The total transmit power consumption of the C-MIMO systems versus the number of

antennas at BS for the proposed NOMA-MIMO scheme is shown in Fig. 5.6, where our

proposed method with τ = 0.6, 0.7, 0.9 is compared with the SD-MIMO scheme and K-

means NOMA-MIMO method with R = 5 clusters. As we expect, increasing the number

of antennas at BS yields more array gain, therefore, it diminishes the overall total transmit

power in all methods. We observe from Fig. 5.6 that, in the correlated setups, the proposed

NOMA-MIMO scheme can significantly outperform the conventional SD-MIMO and the K-

means NOMA-MIMO systems. For instance, our proposed NOMA-MIMO method with τ =

0.7 can approximately improve the performance of the conventional SD-MIMO systems by
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Figure 5.6: Total transmit power versus number of antennas in C-MIMO systems for γk = 5
dB, Kt = 16, runs= 100, and 20 user drops.

5 dB. The reason for such superior performance is the ability of the proposed NOMA-aided

method to efficiently group the most correlated UEs into clusters and to remove the intra-

cluster interference of those UEs which have weaker channel conditions from those which

have stronger channel conditions. It is also evident from Fig. 5.6 that when the number of

antennas increases the K-means NOMA-MIMO scheme has the worse performance among

all compared methods, simply because of its inability to adaptively take advantage of the

existing degrees of freedom.

Fig. 5.7 demonstrates the average number of iterations required for the convergence

of our proposed mean-shift clustering algorithm with respect to the number of antennas.

It is revealed that our proposed NOMA-MIMO algorithm requires only 2 − 3 iterations for

convergence. Moreover, the number of iterations does not grow with M .

5.3.4 Case 2: Distributed MIMO Scenario

In this case study, we consider a cell-free massive MIMO scenario where M distributed

AP nodes are simultaneously serving Kt = 10 UEs. It is well-known that the distributed

antenna architectures can outperform the co-located ones due to the diversity gains. As

a result, an otherwise correlated scenario for C-MIMO systems is typically appeared as

uncorrelated for the D-MIMO systems. However, there are still practical scenarios in which
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Figure 5.7: Average number of iterations versus number of antennas in C-MIMO systems.

the topology leads to correlated user channels. One example is multiple APs are distributed

over a one-dimensional space (e.g. in a train, or on a corridor). We consider a range of

length 200 meter, with M APs and Kt = 10 UEs. The APs are equally spaced over the

range and UEs are randomly dropped. To avoid near-field, there is a minimum distance

from UEs to each AP.

5.3.5 Correlated Rician Channel Model for D-MIMO:

The Rician fading channel coefficients between APm and UEk, for m = 1, 2, . . . , M and

k = 1, 2, . . . , Kt, can be modeled as [109]

hmk = h̄mk ejφmk + gmk, ∀m, ∀k (5.27)

where the first term represents LoS component, with h̄mk ≥ 0 and φmk being the channel

gain and the LoS angle between APm and UEk, respectively. In (5.27), gmk ∼ CN (0, βmk)

is the non-LoS component. Note that |hmk| in (5.27) is Rician distributed with the K-factor

Kmk between APm and UEk. The Rician K-factor is defined as K(dmk) = 101.3−0.003dmk ,

with dmk denoting the distance (in meter) between APm and UEk. Given K-factor K(dmk),
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Figure 5.8: Average number of clusters versus number of APs for D-MIMO scenarios with
γk = 5 dB, and Kt = 10.

we have

h̄mk =

√
K(dmk)

1 + K(dmk)

√
PLmk (5.28)

βmk =
1

1 + K(dmk)
PLmk, (5.29)

where PLmk denotes the PL between APm and UEk. In our simulation, it is modeled based

on COST 231 Walfish-Ikegami model as follows [109]

PLmk = −35.4− 26 log10(
dmk

1 m
) + 20 log10(fc) + Fmk, (5.30)

where Fmk represents the shadow fading between APm and UEk.

For the following simulations, 20 random drops of UEs’ locations with 100 independent

Monte Carlo channel realizations for each drop are used.

5.3.6 Simulation Results for D-MIMO Case

Fig. 5.8 plots the average number of clusters formed by our proposed in our propose NOMA-

MIMO algorithm versus the number of APs. A similar trend as in Fig. 5.4 for the C-MIMO
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Figure 5.9: Probability of feasible solution versus the number of APs in D-MIMO systems
for γk = 5 dB, and Kt = 10.

scenario can be seen here in Fig. 5.8. That is, as the number of APs increases, more

clusters are formed by the proposed clustering method. Our proposed solution is able to

take advantage of the increased degrees of freedom to use spatial dimension to serve users.

This behavior indicates an automatic trade-off between two modes, the NOMA-aided mode

and the SD-MIMO mode.

In Fig. 5.9, we show the percentage of having feasible solutions to problem (5.20) versus

the number of APs for SINR requirement of γk = 5 dB. It is clear that for this 1D scenario,

while the co-located SD-MIMO method fails to separate users via spatial domain. The

proposed NOMA-MIMO and the distributed SD-MIMO achieve a satisfactory feasibility

performance when M is large enough. For example, the feasible solutions can be obtained

at 90 percent of time when M > 24. Also, the performance difference in the proposed

algorithm appears to be insensitive to different threshold value τ .

Fig. 5.10 shows the average transmit power versus the number of APs under the NOMA

MIMO method and the SD-MIMO method for SINR requirement γk = 5 dB. The proposed

NOMA-based method has noticeable performance improvement over the SD-MIMO ap-

proach. It can be seen that as M is increased from 16 to 32, the proposed NOMA-MIMO

can outperform the SD-MIMO by 1.6 dB to 5.9 dB. The reason for the superior performance

of our proposed method is the ability of NOMA to suppress the intra-cluster interferences
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Figure 5.10: Total transmit power versus number of APs in D-MIMO systems for γk = 5
dB, and Kt = 10.

among clusters by performing SIC operations at the receiving terminals. Therefore, it is

evident that the combination of the two techniques, NOMA and transmit beamforming, is

highly beneficial for the correlated channel scenario.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

In Chapter 3 of this dissertation, we studied the joint problem of power allocation and

distributed beamforming for a multi-carrier asynchronous two-way multi-relay network. We

considered two OFDM-based transceivers communicating with the aid of multiple amplify-

and-forward relay nodes. Since each relaying path has its own propagation delay, the end-

to-end channel manifests multipath propagation phenomenon, and is thus prone to ISI at

high data rates. To tackle this ISI, the transceivers are equipped with OFDM to equalize

the end-to-end channel. We formulated the total transmit power minimization problem s

subject to the rate constraints at the transceivers. We proposed an optimal solution which

enjoys a simple semi-closed form for the distributed beamforming weight vector and sub-

carrier powers at the transceivers. We showed that at the optimum, the end-to-end CIR has

only one non-zero tap, which means our solution leads to a relay selection scheme in which

only those relays contributing to this optimal tap can stay active. We provided a complexity

analysis for our proposed method and demonstrated that the worst-case complexity of our

algorithm is linear with respect to the number of relays. Our numerical results revealed that

the proposed algorithm dramatically outperforms the best-relay selection scheme when the

number of relay nodes is grown large. In particular, the proposed scheme consumes 1 dB

less power, as compared with the best-relay selection technique, when the number of relays

is 10, while for 100 relays, the power saving offered by our solution is more than 2.5 dB.

In Chapter 4, we considered a multi-carrier two-way relaying network consisting of two
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OFDM-based transceivers and multiple filter-and-forward relays. We studied the design of

joint subcarrier power allocation and relaying distributed beamforming coefficients to min-

imize the total transmit power minimization subject to data rate constraints. We proposed

two algorithms to solve this minimization: The first solution was obtained by employing

a gradient steepest descent technique, whose performance is sensitive to the choice of the

initial points. Thus, we proposed a second solution in which we imposed an additional

constraint on the original minimization problem such that at the optimum, an otherwise

frequency-selective end-to-end channel is forced to become a flat-frequency channel. As a

result of adding such constraint, a fast and simple semi-closed-form solution was rigorously

derived for the total power minimization problem. By relaxing the original optimization, we

further derived a lower bound for the optimization cost function that served as a benchmark

to evaluate the performances of the proposed algorithms. We also conducted a complexity

analysis for our second solution. Finally, by comparison with the lower bound, our simu-

lation results showed that both algorithms are within 3 dB from the optimal (unknown)

performance. Moreover, the superiority of the proposed algorithm was demonstrated against

two existing methods for similar networks.

In Chapter 5, we investigated the joint problem of user clustering and power allocation

design for the downlink transmissions of NOMA-aided massive MIMO networks. We con-

sidered networks which consist of multiple single-antenna users and multiple access points

where the access points can be arranged either in a distributed manner or a co-located fash-

ion. We formulated a total transmit power minimization subject to the SINR constraints

at the users. We proposed a three-step solution to this problem. In the first step, we

proposed an unsupervised novel clustering algorithm which deploys the correlation among

users’ channels to group the correlated users into the same cluster. Our proposed clustering

method benefits from the ability to automatically switch between using the spatial dimen-

sion, in conventional MIMO systems, and the power dimension, in NOMA-aided MIMO

systems. In the second step, we designed a ZF beamforming based on our clustering results

to effectively suppress the inter-cluster interference. In the final step, for given clustering

and beamforming designs, we rewrote the original minimization as a linear programming

optimization and solved this problem to obtain power allocation coefficients. We further
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performed the complexity analysis of our proposed clustering algorithm and showed that

the worst-complexity is linear with respect to the number of access points. We evaluated

and compared the performance of our proposed solution with that of the existing work

through numerical simulations for two specials cases, namely the co-located scenario and

the distributed scenario. We showed that our proposed method, compared to the existing

methods, can greatly improve the feasibility probability and substantially decrease the total

transmit power in highly-correlated environments.

6.2 Future work

In the following, we present some possible extensions of the research work studied in this

dissertation:

• In this dissertation, we assumed that the perfect knowledge of CSI is known in the

problems studied in Chapters 3, 4, and 5. However, in practical scenarios, this as-

sumption is often unrealistic. Therefore, studying the aforementioned problems under

unknown/uncertain CSI can be an interesting practical extension for future work.

• In Chapters 3 and 4, we considered multi-carrier two-way relay networks with two

transceivers, under the assumption that no direct link exists between the transceivers.

Therefore, as future work, one can consider a more challenging problem assuming

the existence of a direct link between transceivers, which in turn, leads to a more

complicated system model and optimization problem.

• In this dissertation, we aimed to minimize the total transmit power in order to design

the power allocation and beamforming coefficients in two-way relay networks (Chap-

ters 3 and 4), and to find a solution for user clustering and power allocation problem

in NOMA-aided massive MIMO networks (Chapter 5). However, a similar design can

be studied under different optimization problems. For example, minimizing the mean

square error, minimizing the average transmit power at certain nodes, maximizing

the energy efficiency, or maximizing the sum-rates can be considered as the objective

functions.
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• In this dissertation, we focused on wireless networks with single-antenna user nodes.

An interesting extension to our study can be taking into account multi-antenna user

nodes and study the detrimental effects of the antenna correlations on the overall

performance in more practical scenarios.

• In Chapter 5, we studied the problem of user clustering and power allocation design

to minimize the total transmit power in NOMA-aided massive MIMO systems. We

proposed an unsupervised clustering algorithm which leads to a suboptimal clustering

solution. Another possible interesting problem to consider can be using analytical

methods to approach the joint optimization problem of Chapter 5, as an attempt to

find an optimal solution for the clustering problem.
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Appendix A

Appendices in Chapter 3

A.1 Derivation of the discrete-time channel model

Assuming that the channel between each transceiver and each relay is frequency flat and

reciprocal, the effective continuous-time linear time-invariant channels between the two

transceivers can be represented by the channel impulse response. Based on these assump-

tions, the relay channel from Transceiver 1 to Transceiver 2, (or vice vera) can be viewed

as a multipath end-to-end channel whose impulse response is given by

h(t) , h21(t) = h12(t) =
L∑

l=1

αlδ(t− τl),

where αl , wlgl1gl2 is the total attenuation/amplification factor applied to the signal going

through the l-th relay, wl is the complex beamforming weight of the l-th relay, and glq is

the frequency flat channel coefficient between Transceiver q and the l-th relay. For the sake

of simplicity let us focus on one direction of the communication, namely from Transceiver

1 to Transceiver 2. The signal š1(t) transmitted by Transceiver 1 to the relays is given by

š1(t) =
∞∑

k=−∞

š1[k]ϕ(t− kTs), (A.1)
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where ϕ(t) is the response of the pulse shaping filter, š1[k] is the k-th data sample1 trans-

mitted by Transceiver 1, and Ts is the sampling period. The signal š1(t) produces, at

Transceiver 2, the following signal:

r2(t) = š1(t) ?c h(t)

=
∞∑

k=−∞

š1[k]
L∑

l=1

αlϕ(t− kTs − τl) (A.2)

where ?c denotes the continuous-time convolution operation. Sampling r1(t) at the sampling

rate 1/Ts, we express the discrete-time received sequence r1[nTs] as

r2[nTs] = r2(t)
∣
∣
∣
t=nTs

=
∞∑

k=−∞

š1[k]
L∑

l=1

αlϕ((n− k)Ts − τl)

= š1[n] ?d h[n] (A.3)

where ?d represents the discrete-time convolution and

h[n] ,
L∑

l=1

αlϕ(nTs − τl) (A.4)

is the equivalent discrete-time impulse response corresponding to the end-to-end channel

between Transceivers 1 and 2. Assuming a rectangular pulse2 shape

ϕ(t) =

{
1 0 ≤ t < Ts

0 otherwise
(A.5)

1In this dissertation, š1[k] is the kth sample of the serial signal obtained by serializing the vector
TcpFHAmsm, which is the output of CP insertion operation that follows the IFFT operation at Transceiver
m.

2Note that rectangular pulse shape is indeed quite popular and has already been used in the 4G networks
[119–123] for the co-called CP-OFDM schemes which is exactly the same scheme we are considering in this
dissertation. Indeed, conventional OFDM which relies on rectangular transmit and receive pulses and a
cyclic prefix, often referred to as CP-OFDM, is part of several wireless standards such as digital audio and
video broadcasting (DRM, DAB, DVB), wireless personal area networks (IEEE 802.15), fixed broadband
wireless access (IEEE 802.16), and WLANs (IEEE 802.11a,g,n, Hiperlan/2) [121].
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we can write

ϕ(nTs − τl) =

{
1, for 0 ≤ nTs − τl < Ts

0, otherwise
(A.6)

or equivalently,

ϕ(nTs − τl) =

{
1, (n− 1)Ts < τl ≤ nTs

0, otherwise.
(A.7)

It follows from (A.7) that

ϕ(nTs − τl) = In(τl) (A.8)

where In(τl) is an indicator function whose value is equal to 1, when τl ∈ ((n − 1)Ts, nTs],

and zero otherwise. Using (A.8) in (A.4) and dropping the subscripts 12, will lead us to

(3.1).

A.2 Derivation of (3.20)

Inserting (3.19) back into the constraint in (3.17), we can write

2r2 =
N∑

i=1

log2(1 + βi(w)Pi1) =

N∑

i=1

log2

(
N |fH

i Bw|2

σ2(1 + wHD2w)
×

γN

2 ln 2(1 + wHD1w)

)

. (A.9)

We can rewrite (A.9) as

22r2=

[
γN 2

2 ln 2(1 + wHD1w)σ2(wHD2w + 1)

]NN∏

i=1

|fH
i Bw|2 (A.10)
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Using (A.10), we obtain γ as

γ = Γ(w)

(
22r2

∏N
i=1 |f

H
i Bw|2

) 1
N

(A.11)

where we define Γ(w) , 2 ln 2(1+wHD1w)(1+wHD2w)σ2

N2 .

A.3 Derivation of (3.21)

To derive (3.21), we substitute (3.20) in (3.19), and simplify the result as shown in the

sequel:

Pi1 =
Γ(w)

(
22r2

∏N
i=1 |f

H
i Bw|2

) 1
N

N

2 ln 2(1 + wHD1w)
−

σ2(1 + wHD2w)

N |fH
i Bw|2

=
2 ln 2(1 + wHD1w)(1 + wHD2w)σ2

N2
×

[
22r2

∏N
i=1 |f

H
i Bw|2

] 1
N

N

2 ln 2(1 + wHD1w)

−
σ2(1 + wHD2w)

N |fH
i Bw|2

=

σ2(1 + wHD2w)

N






2
2r2
N

[∏N
i=1 |f

H
i Bw|2

] 1
N

−
1

|fH
i Bw|2




 .

A.4 Proof of Lemma 3.2.1

Let Pmin
T denote the minimum total power achieved by solving the OP in (3.14). Consider

the following OP:

max
p1,p2,w

R1(p2,w) s.t.R2(p1,w) = r2, PT (p1,p2,w) ≤ Pmin
T (A.12)

The optimization problem (A.12) was solved in [39]. We now show that for any feasible

value of r1 in the first constraint of (3.14), the optimal rate of TR1 obtained by solving the
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optimization problem (A.12), denoted by Rmax
1 , cannot be less than or greater than r1, i.e.,

Rmax
1 = r1 must hold at the optimum of (A.12). Let (wo,po

1,p
o
2) be the optimum solution

to the optimization problem (3.14), while (ŵ, p̂1, p̂2) stands for the optimal solution to

the optimization problem (A.12). Note that PT (wo,po
1,p

o
2) = Pmin

T holds true in (A.12).

First, consider a case where at the optimum of (A.12), R1(p̂2, ŵ) = Rmax
1 is less than

r1. This implies that the optimum solution to (3.14), which leads to R1(p
o
2,w

o) = r1,

provides a higher achievable rate at TR1 than the optimum solution to (A.12) does, since

R1(p̂2, ŵ) = Rmax
1 < r1. This result contradicts the assumption that the (ŵ, p̂1, p̂2) is

optimal, for the optimization problem (A.12). As a result, Rmax
1 cannot be less than r1.

We now show that R1(p̂2, ŵ) = Rmax
1 cannot be greater than r1. Because, otherwise one

of the entries of the transmission power vector of p̂2 at TR2 can be decreased such that the

new transmission power vector, say p̃2, yields a new achievable rate at TR1, R1(p̃2,w) which

is equal to r1. Now, this new solution for the optimization problem (A.12), i.e., (ŵ, p̂1, p̃2),

yields a value for the total network power which is smaller than Pmin
T = PT (po

1,p
o
2,w

o) ob-

tained by solving the optimization problem (3.14). This, in turn, contradicts the assumption

that (wo,po
1,p

o
2) is optimal for the optimization problem (3.14). As a result, Rmax

1 cannot

be greater than r1. Hence, the equality, Rmax
1 = r1, must hold at the optimum of (A.12).The

fact that Rmax
1 = r1 holds true at the optimum of (A.12) implies that any solution to the

optimization problem (A.12) is also a solution to the optimization problem (3.14). It is

shown in [39] that at the optimum of (A.12), |fH
i Bw| = |fH

j Bw| holds true for any i and j.

Accordingly, at the optimum, the optimization problem (3.14) enjoys the same attributes

of the optimization problem (A.12), i.e., at the optimum of (3.14), |fH
i Bw| = |fH

j Bw| holds

for any i and j, and the proof is now complete.
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Appendix B

Appendices in Chapter 4

B.1 Derivation of (4.29)

Consider the following minimization problem:

min.
αi≥0

ρ

N∑

i=1

αi, subject to
N∑

i=1

log2(1 + αiζi) = c.

The Lagrangian function of (B.1), L(α, γ, ν), can be given by

L(α, γ1, ν) = ρ
N∑

i=1

αi + γ1

[

c−
N∑

i=1

log2(1 + αiζi)

]

− νT α (B.1)

where γ1 as well as νi are the Lagrange multipliers, α , [α1, . . . , αN ]T , and ν , [ν1, . . . , νN ]T .

From KKT conditions, we can write

0 =
∂

∂αi

L(α, γ1, ν) = ρ− γ1
ζi

ln 2(1 + αiζi)
− νi (B.2)

and hence

(ρ− νi)(1 + αiζi) ln 2

ζi

= γ1. (B.3)
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Since from KKT conditions, νi ≥ 0 and νiαi = 0, therefore, for νi = 0, αi is positive and for

νi > 0, αi = 0. As a result, (B.2) can be expressed as

αi =

[
γ

ρ ln 2
−

1

ζi

]+

(B.4)

For j = 1, 2, let us define αi , P o
ij(w), ρ , 1+wHDjw

N
, γ = γj(w), and ζi , N

1+wHDj̄w
|qH

i h̄|2.

Given these definitions, it can easily be observed that (B.4) becomes (4.29).

B.2 Finding matrix Cn

To obtain Cn, for any n ∈ N , we rewrite (4.38) as

0 = B−nw = B−nΠ̃nΠ̃
T
nw = 0 (B.5)

where Π̃n can be any RLw×RLw permutation matrix which permutes the columns of B−n,

and hence, Π̃T
n permutes the entries of w. As B−n is of rank Lnz − 1, we can write

B−nΠ̃n = [C1,n C2,n] (B.6)

where C1,n ∈ C(Lnz−1)×(Lnz−1) is a full rank (thus invertible) matrix (rank(C1,n) = Lnz − 1)

which captures the first Lnz−1 columns of the matrix B−nΠ̃n, while C2,n ∈ C(Lnz−1)×(RLw−Lnz+1)

contains the remaining columns of B−nΠ̃n . If w̃ and w̄ capture the first Lnz − 1 and the

last RLw − (Lnz − 1) entries of Π̃T
nw, i.e., Π̃T

nw = [w̃T w̄T ]T , then we can use (B.6) in

(B.5) to write

[C1,n C2,n][w̃T w̄T ]T = 0⇒ w̃ = −C−1
1,nC2,nw̄ (B.7)
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Using (B.7), we can write

w = Π̃nΠ̃
T
nw = Π̃n

[
w̃
w̄

]

= Π̃n

[
−C−1

1,nC2,nw̄
w̄

]

= Cnw̄

(B.8)

where Cn is defined as

Cn , Π̃n

[
−C−1

1,nC2,n

IRLw−Lnz+1

]

. (B.9)

In light of (B.9), finding Cn hinges upon finding a full rank matrix C1n such that (B.6) holds

true. To obtain a full rank matrix C1,n from B−n with an acceptable condition number,

the following algorithm can be used to obtain Lnz − 1 linearly independent columns of the

matrix B−n.

Algorithm 4 : Finding the matrix C1,n

1. Let ci be the i-th column of B−n, for i = 1, 2 . . . , Lnz − 1. Set a1 = c1, and k = 1.

2. Set k = k + 1. If k ≥ Lnz, go Step 4.

3. Find ci which maximizes
‖(I−Ak(AH

k Ak)−1AH
k )ci‖2

||ci||2
, where Ak = [a1, a2, . . . , ak−1], and

then set ak = ci. Go to Step 2

4. C1,n = ALnz .

Note that the permutation matrix Π̃n corresponds to a matrix which re-arranges the

columns of B−n such that the columns of C1,n becomes the first Lnz − 1 columns in B−n

(see (B.6)).

where equality (a) holds true by substituting the value of z with (β1+β2)

‖D̄−1/2
2,n b̄n‖2

. The largest
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lim
z→ (β1+β2)

‖D̄
−1/2
2,n b̄n‖2

Pn(z)
a
=

(
(β1 + β2)

‖ D̄
−1/2
2,n b̄n ‖2

D̄1,n + C̄n

)−1/2(
(β1 + β2)

‖ D̄
−1/2
2,n b̄n ‖2

b̄nb̄
H
n − (β1 + β2)D̄2,n

)

(
(β1 + β2)

‖ D̄
−1/2
2,n b̄n ‖2

D̄1,n + C̄n

)−1/2

b
= (

(β1 + β2)

‖ D̄
−1/2
2,n b̄n ‖2

D̄1,n + C̄n)−1/2

[

(β1 + β2)D̄
1/2
2,n

(
D̄

−1/2
2,n b̄nb̄

H
n D̄

−1/2
2,n

‖ D̄
−1/2
2,n b̄n ‖2

− I

)

D̄
1/2
2,n

]

(
(β1 + β2)

‖ D̄
−1/2
2,n b̄n ‖2

D̄1,n + C̄n

)−1/2

(B.10)

∂λn(z)

∂z
=

z−2 − λn(z)b̄H
n Λ−1

n (z)D̄1,nΛ
−1
n (z)b̄n

b̄H
n Λ−1

n (z)En(z)Λ−1
n (z)b̄n

(a)
>

z−2 − λn(z)b̄H
n Λ−1

n (z)(D̄1,n + z−1C̄n)Λ−1
n (z)b̄n

b̄H
n Λ−1

n (z)En(z)Λ−1
n (z)b̄n

=
z−2

b̄H
n Λ−1

n (z)En(z)Λ−1
n (z)b̄n

−
λn(z)

z
=

λn(z)

z

(
z−1

b̄H
n Λ−1

n (z)λn(z)En(z)Λ−1
n (z)b̄n

− 1

)

(b)

≥
λn(z)

z

(
z−1

b̄H
n Λ−1

n (z)
[
(β1 + β2)D̄2,n + λn(z)En(z)

]
Λ−1

n (z)b̄n

− 1

)

(c)
=

λn(z)

z

(
z−1

b̄H
n Λ−1

n (z)Λn(z)Λ−1
n (z)b̄n

− 1

)

=
λn(z)

z

(
z−1

b̄H
n Λ−1

n (z)b̄n

− 1

)
(d)
=

λn(z)

z

(
z−1

z−1
− 1

)

= 0

(B.12)

eigenvalue of matrix

(
D̄

−1/2
2,n b̄nb̄H

n D̄
−1/2
2,n

‖D̄−1/2
2,n b̄n‖2

− I

)

can be found as

λmax

(
D̄

−1/2
2,n b̄nb̄

H
n D̄

−1/2
2,n

‖ D̄
−1/2
2,n b̄n ‖2

− I

)

=
b̄H

n D̄
−H/2
2,n D̄

−1/2
2,n b̄n

‖ D̄
−1/2
2,n b̄n ‖2

− 1 (B.11)
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B.3 Derivations of (4.53) and (4.55)

To find an expression for ∂
∂z

λn(z), we start with the fact that λn(z) is the largest eigenvalue

of Pn(z). As a result, we can write

(Pn(z)− λn(z)I)u(z) = 0. (B.13)

Substituting matrix Pn(z) from (4.51) into (B.13), we obtain

E−1/2
n (z)

(
(zb̄nb̄

H
n − (β1 + β2)D̄2,n)− λn(z)En(z)

)
×

E−1/2
n (z)u(z) = 0. (B.14)

Since En(z) = (zD̄1,n + C̄n) = CH
n (zD1 + I)Cn is a full rank and Hermitian matrix, finding

λn(z) in (B.14) is equivalent to finding λn(z) such that matrix

zb̄nb̄
H
n − (β1 + β2)D̄2,n − λn(z)En(z) (B.15)

drops rank. For z ∈

(
(β1+β2)

‖D̄−1/2
2,n b̄n‖2

, +∞

)

, matrix
(
(β1 + β2)D̄2,n + λn(z)En(z)

)
is a positive

definite and full- rank matrix, and thus invertible1. Therefore, λn(z) is such that

z
(
(β1 + β2)D̄2,n + λn(z)En(z)

)−1
b̄nb̄

H
n − I (B.16)

drops rank. Using the fact that the largest eigenvalue of any matrix in the form of ubaH− I

is equal to uaHb− 1, while all other eigenvalues are zero, we can find λn(z) by equating the

largest eigenvalue of (B.16) to 0, that is, λn(z) must satisfy

b̄H
n




(β1 + β2)D̄2,n + λn(z)En(z)
︸ ︷︷ ︸

,Λn(z)






−1

b̄n =
1

z
. (B.17)

1This matrix is positive semi-definite and Hermitian because we can write it as
CH

n ((β1 + β2)D2 + λ(z)(zD1 + I))Cn, which is clearly positive semi-definite and Hermitian.
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The derivation of (4.53) is now complete. Now, to derive ∂
∂z

λn(z) as in (4.55), we differentiate

(B.17) with respect to z, and equate it to zero. Doing so, we arrive at

b̄H
n Λ−1

n (z)
∂Λn(z)

∂z
Λ−1

n (z)b̄n =
1

z2
(B.18)

where

∂Λn(z)

∂z
=

∂λn(z)

∂z
En(z) + λ(z)D̄1,n. (B.19)

Substituting (B.19) in (B.18), we obtain ∂
∂z

λn(z) as

∂λn(z)

∂z
=

z−2 − λn(z)b̄H
n Λ−1

n (z)D̄1,nΛ
−1
n (z)b̄n

b̄H
n Λ−1

n (z)En(z)Λ−1
n (z)b̄n

.

The derivation of (4.55) is complete.

B.4 Proof of the Existence of Unique Positive solution

to (4.53)

To prove that for any z ∈ ( (β1+β2)

‖D̄−1/2
2,n b̄n‖2

, +∞), (4.53) has only one unique positive solution for

υ, we first define

g(z, υ) , zb̄H
n

[
(β1 + β2)D̄2,n + υ En(z)

]−1
b̄n. (B.20)

We observe that for any z ∈ ( (β1+β2)

‖D̄−1/2
2,n b̄n‖2

, +∞), function g(z, υ) is monotonically decreasing

in υ, and lim
υ→+∞

g(z, υ) = 0. Therefore, if we show that g(z, υ)−1 > 0 holds true as υ → 0,

then we can conclude that for any z ∈ ( (β1+β2)

‖D̄−1/2
2,n b̄n‖2

, +∞), there exists a unique solution for

g(z, υ) = 1, so does for (4.53). To show this, for υ = 0, we can write

lim
υ →0

g(z, υ) = zb̄H
n

[
(β1 + β2)D̄2,n

]−1
b̄n ≥ 1 (B.21)
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where the inequality holds true for z ∈

(
(β1+β2)

‖D̄−1/2
2,n b̄n‖2

, +∞

)

. As a result, g(z, υ) − 1 > 0

holds true when υ approaches zero. The proof is now complete.

B.5 Proof of Lemma 4.2.1

Let us denote the objective function of (4.52) as ψ(z) , z +
β1 + β2

λn(z)
. To show that ψ(z) has

a unique minimum, we first prove that ψ(z) → +∞ as z → +∞ or as z →
(β1 + β2)

‖ D̄
−1/2
2,n b̄n ‖2

.

This result confirms that there exists at least one minimum for ψ(z). Then, we will show

that this minimum is indeed unique. First, consider the case that z → +∞. Using (4.51),

we can write

lim
z→+∞

Pn(z) = D̄
−H/2
1,n b̄nb̄

H
n D̄

−1/2
1,n . (B.22)

It is clear from (B.22) that the maximum eigenvalue of Pn(z) is equal to bH
n D̄−1

1,nbn and

thus is non-zero. As a result, lim
z→+∞

ψ(z) = +∞. Now, we consider the case that

z →
(β1 + β2)

‖ D̄
−1/2
2,n b̄n ‖2

, and write as in (B.10) which is equal to zero, and hence, this ma-

trix is negative semi-definite. As a result, when z → (β1+β2)

‖D̄−1/2
2,n b̄n‖2

, the principal eigenvalue of

Pn(z), λn(z), also approaches zero. Therefore, with λn(z)|z→+∞ = 0, the objective function

approaches infinity, i.e., ψ(z)→ +∞. As such, there exists at least one minimum for ψ(z)

in the interval of

(
(β1+β2)

‖D̄−1/2
2,n b̄n‖2

, +∞

)

. Now, in order to prove that this minimum is unique,

we show that ψ(z) is the summation of a monotonically increasing function, i.e. z, and

one monotonically decreasing the function β1+β2

λn(z)
, and thus, ψ(z) has a unique minimum.

Equivalently, we only need to prove that λn(z) is a monotonically increasing function when

z ∈ ( (β1+β2)

‖D̄−1/2
2,n b̄n‖2

, +∞), that is the derivative of λn(z) with respect to z is positive. Using

(4.55), we can rewrite the derivative of λn(z) as in (B.12), where inequality (a) holds true
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due to the fact that λn(z)b̄H
n Λ−1

n (z)(z−1C̄n)Λ−1
n (z)b̄n > 0, inequality (b) is valid because

b̄H
n Λ−1

n (z)
[
(β1 + β2)D̄2,n

]
Λ−1

n (z)b̄n > 0, in equality (c), the definition of Λn(z) is used, and

equality (d) is obtained based on the fact (4.53) is satisfied for υ = λn(z) . It follows from

(B.12) that the derivative of λn(z) with respect to z is positive, we conclude that λn(z) is

a monotonically increasing function of z. The proof is now complete.
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Appendix C

Appendices in Chapter 5

C.1 Derivation of (5.2)

We can write the received signal as

yk =
R∑

r′=1

wH
r′ hk

Kr∑

k′=1

√
pk′sk′ + nk ∀k ∈ Kr (C.1)

We factor out the desired signal for the k-th user in (C.1), and split the remaining interfer-

ence into the interference inside each clusters (intra-cluster interference) and the interference

between clusters (inter-cluster interference). Adopting the user indexing k ∈ Kr for each

cluster r, where k ∈ {1, 2, . . . , Kr}, we can write

yk =
√

pkw
H
r hksk︸ ︷︷ ︸

Desired Signal

+ wH
r hk

∑

k′ 6=k,k′∈Kr

√
pk′sk′

︸ ︷︷ ︸
Intra Cluster Interference

+
R∑

r′ 6=r

wH
r′ hk

∑

k′∈Kr′

√
pk′sk′

︸ ︷︷ ︸
Inter Cluster Interference

+ nk︸︷︷︸
Received Noise

, ∀k ∈ Kr.
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C.2 Derivation of SINR Expression in (5.5)

To derive the SINR in (5.5), the expressions for the power of desired signal at the numerator,

the power of interference and noise at the denominator are needed. Using (5.4), for k ∈ Kr,

we can obtain the desired signal power as follows

E
{
|
√

pkw
H
r hksk|

2
}

= pk |w
H
r hk|

2 E
{
| sk|

2
}

= pk |w
H
r hk|

2. (C.2)

Similarly, for k ∈ Kr, the intra-cluster interference power can be obtained as

E

{

|wH
r hk

∑

k′ 6=k,k′∈Kr

√
pk′sk′ |2

}

= |wH
r hk|

2
∑

k′ 6=k,k′∈Kr

pk′E
{
|sk′ |2

}

= |wH
r hk|

2
∑

k′ 6=k,k′∈Kr

pk′ , (C.3)

where we have used the fact that the transmitted symbols are unit-power independent

random variables. Lastly, for k ∈ Kr, the inter-cluster interference power is given by

E





|

R∑

r′ 6=r

wH
r′ hk

∑

k′∈Kr′

√
pk′sk′ |2






=
R∑

r′=1

|wH
r′ hk|

2
∑

k′∈Kr′

√
pk′E

{
|sk′ |2

}

=
∑

r′ 6=r

|wH
r′ hk|

2
∑

k′∈Kr′

pk′ (C.4)

As a result, the SINR expression in (5.5) can be obtained from (C.2), (C.3), and (C.4).
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C.3 Derivation of (5.10)

Substituting (5.8) and (5.9) in (5.7), we obtain (C.5) as

|wH
r hk|

2(1 + |wH
r hj|

2
∑

k′ 6=k,k′∈Kr

pk′

+
R∑

r′=1

|wH
r′ hj|

2
∑

k′∈Kr′

pk′) ≥

|wH
r hj|

2(1 + |wH
r hk|

2
∑

k′ 6=k,k′∈Kr

pk′

+
∑

r′ 6=r

|wH
r′ hk|

2
∑

k′∈Kr′

pk′) (C.5)

By expanding (C.5), the term |wH
r hk|2|wH

r hj|2
∑

k′ 6=k,k′∈Kr
pk′ can be canceled out from both

side. For a given channel vector h, we now define a(p−r,h) , 1 +
∑

r′ 6=r |w
H
r′ h|

2
∑

k∈Kr′
pk

representing the inter-cluster interference plus noise value, and rewrite (C.5) as (5.10)

|wH
r hk|

2a(p−r,hj) ≥ |w
H
r hj|

2a(p−r,hk)

where we define p−r as a sub-vector of the power allocation coefficients associated with

those users which do not belong to cluster r.
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