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Abstract

Text-based secrets are still the most commonly used authentication mechanism in infor-

mation systems. Initially introduced as more secure authentication keys that people could

recall, passphrases are tokens consisting of multiple words. However, when left to the

choice of users, they tend to choose predictable natural language patterns in passphrases,

resulting in vulnerability to guessing attacks. System-assigned authentication keys can

be guaranteed to be secure, but this comes at a cost to memorability. In this study we

investigate the memorability of system-assigned passphrases from a familiar vocabulary

to the user. The passphrases are generated with the Generative Pre-trained Transformer

2 (GPT-2) model trained on the familiar vocabulary and are readable, pronounceable,

sentence like passphrases resembling natural English sentences. Contrary to expectations,

following a spaced repetition schedule, passphrases as natural English sentences, based on

familiar vocabulary performed similarly to system-assigned passphrases based on random

common words.
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Chapter 1

Introduction

Authentication is the process of confirming who a user claims to be. Authentication is a

critical component of almost every computer security architecture. Everyone now has a

computer and manage a number of online accounts, such as online banking, personal e-

mail, instant messaging and social networks. This means that most people need to manage

specific individual credentials in order to authenticate themselves to different systems, with

each system having a different rule for what is acceptable and not. Used in both corporate

and personal settings, passwords have been the most popular means of authentication

for many decades, despite many attempts to replace them [11], and they continue to

dominate web authentication. A typical internet user has the complex task of creating

and recalling passwords for many different accounts. Most users struggle with this task,

thereby adopting insecure password practices [22][33][10] or frequently having to reset

their passwords. Allowing users to create their own passwords often leads to users picking

passwords that are too easy for an attacker to guess [37][64], resulting in security breaches

and loss of privacy for users. There are numerous real-world examples of password breaches
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[57].

To prevent users from picking passwords that are weak, of poor quality and easily guess-

able, system administrators adopt password-composition policies (e.g., requiring passwords

to exceed a certain minimum length, include symbols and numbers and that they are not

words found in a dictionary). These password composition policies force users to create

more secure passwords by limiting the space of user-created passwords to exclude eas-

ily guessed passwords and thus make passwords more difficult for an adversary to guess

[52][32]. Use of password-composition policies also result in a significant reduction in pass-

word reuse. However, many users struggle to create and remember their passwords under

strict password-composition policies [53].

With a system-assigned password, a password is automatically generated by the au-

thentication system and assigned to a user [64]. Removing user choice and having system

assigned passwords, make passwords more secure. Such system-assigned passwords can be

guaranteed to be sufficiently difficult to guess, however, most users find these passwords

hard to remember, type [36] and therefore, tend to write them down.

Multi-word passphrases may be a promising improvement over passwords. A passphrase

is a password composed of a sequence of words, intended to increase password length and

therefore security, while retaining memorability [31], however subjected to an increased

rate of typographical errors. Resistance to targeted impersonation, throttled guessing,

unthrottled guessing, and leaks from other verifiers [11] are some of the security advantages

of system-assigned passphrases. Shay et al. [51] found that the use of system-assigned

passphrases comes at a cost to memorability. Rather than memorizing, users tend to write

down or otherwise store both passwords and passphrases when they are system assigned.

It has been suggested that if people paired a system-assigned passphrase with a story,

it would improve memorability [38]; however, studies indicate that even this was not a

2



successful strategy [51].

Prior research has made attempts to adopt techniques from cognitive psychology to

help users memorize system-assigned secrets. These make use of cognitive processes which

operates on individual’s mental contents to generate some responses. These mental con-

tents are formed by different representations and encodings which an individual makes from

external stimuli, rules, knowledge, images, scenes and identical content originating from

either long-term or short-term memory [16]. In CuedR [2], users can choose from multiple

types of cues (visual, spatial, and verbal) to aid in the recognition of images of six objects,

each corresponding to one letter of a system-assigned secret. In spaced repetition, infor-

mation is learned in multiple sessions that are separated by increasing intervals of time.

This memorization technique was introduced by Bonneau and Schechter [12] to reliably

implant a 56-bit authentication secret in users brains. In implicit learning, learning and

memorization happens unintentionally without awareness. In this approach the assigned

passwords don’t need to be explicitly remembered. Instead, it employs implicit memory of

users. Chunking is the process of breaking down long strings of information into smaller

units or chunks, that are meaningful and are easier to store in memory. Huh et al. [27]

studied the effect of chunking on system-generated PIN’s and found that chunking over-

all improves memorability. Learning Through Games is another memorization technique

based on cognitive psychology. To train users to type a random key sequence in quick

order, Bojinov et al. [8] used implicit memory for authentication, using a game similar to

one used in psychological research to study implicit memory formation [48]. A computer

game helped authors plant an authentication secret in a user’s brain such that the users

are unaware of their secret, and thus incapable of revealing the password due to coercion

thereby providing a measure of resistance against “rubber-hose” attacks. Haque et al. [25]

used the Method of Loci and achieved 86% recall success rate for a login session one week
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after the training. This technique involves identifying a few landmarks (also known as loci)

in some familiar place and then forming a graphic visual image of placing each item to be

remembered on each of these landmarks. By mentally re-walking through these landmarks,

the items can be later retrieved during recall period.

With the goal of improving the usability and memorability of system-assigned passphrases,

we propose in this work a creation of system generated passphrase based on a famil-

iar vocabulary to the users. As a proof-of-concept, this thesis describes the results of a

500-participant study on the memorability and usability of system-assigned passphrases

generated from a vocabulary familiar to the user. For the purpose of the study we gener-

ated passphrases from a story familiar to the user. The passphrases are generated with the

Generative Pre-trained Transformer 2(GPT-2) model [1] and are readable, pronounceable,

natural English sentence like passphrases. The reason for generating passphrases using

GPT-2 over using phrases directly from music lyrics, movies, literature or similar public

available material is to prevent dictionary attacks. The idea is to have a user-specific

vocabulary, e.g., generated from user-created text content, such as emails or blog post

or tweeted messages; users may also choose a pre-generated dictionary specific with their

interests e.g., vocabulary from a favorite poet or books. This user-specific vocabulary is

then used to train a GPT-2 model, that generates readable, pronounceable, natural English

sentence like passphrases.

1.1 Motivation

Our work was motivated from a proof-of-concept prototype -Myphrase [55] which is a

multi-word password scheme that encourages users to use words that are more personal. A

Myphrase passphrase consists of randomly chosen multiple words from a user-created/selected

4



dictionary. Here the authors believed that Myphrase passphrases may retain security ad-

vantages of random phrases without being too difficult to remember, as the dictionary is

created from a familiar/personal vocabulary. However, to the best of our knowledge this

hypothesis was never tested.

1.2 Main Contributions

We hypothesize that following a spaced repetition schedule, passphrases as natural English

sentences, based on familiar vocabulary are easier to recall than passphrases composed of

random common words. A familiar vocabulary is a user-specific vocabulary or a vocabulary

that is personalised, e.g., generated from user-created text content, such as emails or blog

post or tweeted messages; user chosen pre-generated dictionary specific with their interests

e.g., vocabulary from a collection of favorite poems or books. Spaced repetition, is a

memorization technique where information is learned in multiple sessions that are separated

by increasing intervals of time.

The main contributions of our work are as follows:

1. We present a novel approach for system-assigned passphrases that harnesses the

power of Generative Pre-trained Transformer models such as GPT-2.

2. We discuss the security goals to be achieved when designing a system-generated

passphrase based on personal/familiar vocabulary.

3. Through an online user study with 500 participants on Amazon Mechanical Turk, we

test the hypothesis - following a spaced repetition schedule, passphrases as natural

English sentences, based on familiar vocabulary are easier to recall than passphrases

composed of random common words.
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Would a passphrase crafted in plain natural English according to the style and feel of a

familiar vocabulary be more memorable than a random passphrase? We conducted a test

with 500 participants in Amazon Mechanical Turk to find, at least partially, quantitative

answers to such question. We used a generative pre-trained transformer (GPT) network

to generate passphrases based on three of the most popular books (according to the top

15 books downloaded from Project Gutenberg library) in such a way that the generated

passphrases do not appear in these books but still preserve the style and feel of these

writings. To measure the quality of the generated passphrases, we built a sentence similar-

ity score heat map from a generated sample of passphrases, showing that passphrases are

rather dissimilar amongst themselves. Furthermore, we built a bidimensional representa-

tion of an embedding of the generated passphrases which shows that the passphrases tend

not to form clusters.

In terms of security, given the limitations of the familiar vocabularies used in our study,

we were only able to provide as much as 16.8 bits of entropy. It is important, however, to

keep in mind that our study is a proof-of-concept aimed at testing memorability, although

a real implementation should provide sufficient security to protect from at least throttled

online attacks but ideally from offline attacks. We are aware that linguistically correct

passphrases are susceptible to parts-of-speech (POS) attacks; and while the books and

the GPT-2 generated passphrases did exhibit important POS distribution similarities, we

removed those passphrases that don’t have a tag-sequence that is either unique from each

other or with the tag-rules from n-grams. After this, we ranked passphrases using joint

probabilities of sequences. Our security analysis also provides insight as to the marginal

guesswork for these books even though the generated passphrases wouldn’t be textually

taken from the books but from the GPT-2 output.

Our study showed that following a spaced repetition schedule, passphrases as natu-
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ral English sentences, based on familiar vocabulary performed similarly to system-assigned

passphrases based on random common words. Nonetheless, the familiar vocabulary passphrases

used in our test were 5, 6 and 7 words long, while the random word passphrase was only 4

words long. Even with a longer passphrase, the familiar vocabulary passphrase was equally

remembered compared to the random word passphrase.

We believe that our work tests the viability of familiar vocabularies as a new security

paradigm, with the potential of improving memorability while maintaining similar security.

We study a long-held belief that natural English passphrases are more memorable than

random words, bringing together artificial intelligence and passphrase authentication. Our

user-study with 500 participants on Amazon Mechanical Turk showed that following a

spaced repetition schedule, passphrases as natural English sentences, based on familiar

vocabulary performed similarly to system-assigned passphrases based on random common

words. Our study showed that system-assigned passphrases based on random common

words performed just as well in terms of memorability and recall over system-assigned

passphrases from a familiar vocabulary. Future work may reveal that the power of natural

language generative pre-trained networks may catch up with passphrases, rendering them

less secure. Or, on the other hand, further studies may find that artificial intelligence can

in fact be effectively harnessed to improve passphrase security.
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Chapter 2

Background and Related Work

2.1 User-Chosen Secrets

Many techniques have been suggested by organizations to help users construct stronger

passwords. One technique is to have passwords follow a password-composition policy,

so as to force the user to construct passwords based on strict rules, thereby making the

password stronger. AlFayyadh et al. [4] investigated a set of password composition policies

that a user would have to comply with when selecting passwords for their various online

services, by studying the password policies of different institutions, companies and websites.

They found several inconsistencies in policy requirements. They found that these password

policies have diverging password requirements for service that have the same authentication

assurance level. Inflexible strict policies often lead to user frustration [53] and places a

heavy burden on users, both in creating a new password and also in learning them [28],

often leading to construction of vulnerable passwords with predictable patterns [53][62].

Schechter et al. [49] proposed replacing the complex password policies by allowing users to
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choose any password they want, as long as the chosen password is not already too popular

with other users and is not an target for a statistical guessing attack.

Another measure for encouraging users to create stronger passwords is the use of pass-

word meters. A password meter proactively check the strength of password at the time

of its creation by the user and provide a visual feedback on password strength [59]. It

also provides suggestions to users to assist them in creating stronger passwords [58]. A

password strength meter is considered accurate if their score correctly reflect password

strength. High accuracy is one important aspect that impacts the security of a password

strength meter. Golla et al. [24] identified that the password strength meters used in

practice are less accurate than academic proposals, and they couldn’t see any significant

improvement of password meter accuracy when comparing with password meters from five

years ago.

Skillen et al. [55] proposed a proof-of-concept called Myphrase which is a multi-word

password scheme that encourage users to use words that are more personal or familiar

to them. For this they proposed the creation of user-specific dictionary generated from

user-authored content such as sent emails and blogs to construct a master passphrase by

randomly selecting words from this constructed dictionary. Users can also choose from a

pre-generated dictionary that aligns with their interests. They proposed two variants of

passphrase construction - random sequence and connected discourse. In a random sequence,

words are chosen uniformly across the dictionary, and in connected discourse, the words

chosen are tagged using a part-of-speech engine and inserted appropriately into sentence

templates. They then salt the master passphrase with the site’s URL domain to create

website-specific passwords.
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2.2 System-Assigned Secrets

Shay et al. [51] experimented on the memorability and usability of random system as-

signed passphrases. They conducted an online study with 1,476 participant on the usabil-

ity of three and four word system-assigned passphrases in comparison to system-assigned

passwords composed of five to six random characters, and an eight character system as-

signed pronounceable passwords. Their study concluded that usability of system-assigned

passphrases are similar to system-assigned passwords of similar entropy. They also exper-

imented on using random system assigned passphrases, by encouraging users to imagine

a scene that links each word in the passphrase. In their paper they called this condi-

tion as pp-nouns-instr. In this condition participants were assigned four nouns, randomly

sampled with replacement from a dictionary containing 181 most common nouns. Partici-

pants were then asked to construct a scene that includes all of the words in their password

phrase, assuming that imagining a scene would improve the memorability of the assigned

passphrase. However, their results were not very encouraging as, out of the eleven varia-

tions on passphrase and password conditions they tested, eight conditions showed greater

successful login on first try when compared to pp-nouns-instr. This makes us think how

well people can construct a memorable scene when just asked to imagine one without given

any directions.

Bonneau et al. [12] demonstrated the brain’s ability to learn and later recall random

full 56-bit system-assigned secret. This 56-bit code was encoded as either 6 words or 12

characters. They found that 88% of users were able to recall their passphrase after 3 days

of completion of the initial study after they had stopped using their security codes. In

this study users choose their own password. After receiving a user’s self chosen password,

authors added a new field in the login page into which users must type a random security
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code, which was displayed. With each login a one-third second delay was added to encour-

age users to type in the assigned security code from the memory. The main limitation of

this study however was the quite long training period. The participants were required to

login into a website 90 times over up to 15 days, which they did at an average rate of nine

logins per day.

Blocki et al. [7] provided evidence that the password strengthening mechanism of Bon-

neau and Schechter [12] could be improved by adopting the Person-Action-Object (PAO)

story mnemonic, using a rehearsal schedule in 1.5 × increasingintervals. They asked

their participants to imagine a story based on a photo of a scene that was shown, a user-

chosen famous person from a predefined list, and a randomly selected action-object pair

that together served as their secret passphrase. An example mentioned in the paper was,

Bill Gates—swallowing—bike on a beach. Following a spaced repetition schedule over a

period of 100+ days, participants were asked to recall the action-object pairs (e.g., swallow-

ing—bike) when prompted with the associated scene-person pairs (e.g., Bill Gates—beach).

The study identified that most of the forgetting happened in the first test period (12 hours)

and 89% of users who remembered their passphrase during the first test period successfully

remembered them in every subsequent round.

Joudaki et al. [30] showed how to improve the usability of system-assigned passphrases

using implicit learning techniques. Their system design utilizes two implicit learning tech-

niques: contextual cueing and semantic priming. Contextual cueing is a 2-dimensional

spatial arrangement of distractors, and semantic priming is displaying semantically-related

prime words. Users were assigned a 4-word system assigned passphrase and each word in

the passphrase is presented in a display surrounded by 31 semantically related words. In

the user study conducted, the authors were able to improve recall rates and login times for

4-word system-assigned passphrases.
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Al-Ameen et al. [2] proposed providing users with a series of cues to aid recall of

system-assigned secret. They called their system CuedR and it allows the users to choose

from multiple cues (visual, verbal, and spatial) the one that best fit their learning process.

Their pilot study showed that this method holds promise as all users recalled their phrase

after 1 week within three attempts. In CuedR, six keywords were randomly assigned to the

user each from a distinct portfolio (e.g., animals, fruits, or vehicles), where each portfolio

presents 26 keywords. To aid memorability, the scheme offered graphical, verbal, and

spatial cues corresponding to each of the assigned keyword.

Mnemonic is a learning technique that helps improve recall of information, by encoding

information by abbreviation to a rhyme, or a pattern. Jeyaraman and Topkara [29] pro-

posed a system that automatically creates a mnemonics for a given system-assigned, text-

based passwords to make them more memorable. The goal of their automatic mnemonic

generation is to automatically generate natural language sentences that convey some news

or a story thereby providing semantic content to encode a given password. However,

they used a manually created corpus - Reuters Corpus Volume 1 (RCV1) for extracting

the sentence that corresponds to the assigned password. Their experimental results were

promising, suggesting that automatic mnemonic generation technique make text-password

systems more usable. Woo et al. [63] used abbreviations of passphrases as mnemonics,

which was created from the first letters of passphrase words. They proposed the use of

mnemonics in two ways 1) hint-mnemonics and 2) guide-mnemonics. Hint-mnemonics can

be used to improve recall. Here as a user creates a passphrase, the system creates a hint-

mnemonic and stores it with the passphrase. For example, if a user choose a passphrase

“The rainbow has seven colors” then the resulting hint mnemonic becomes “TRHSC”.

During authentication, the system prompts the user for their passphrase, and displays

the hint-mnemonic. Hint-mnemonics improved recall by 30–36% after three days, and
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by 51–74% after seven days, when displayed as user hints during authentication. Guide-

mnemonics is used during passphrase creation. Here a guide-mnemonics is generated by

randomly choosing letters from the English alphabet. The user is then prompt to gen-

erate a passphrase matching this mnemonic. For example, the system may generate a

guide-mnemonic “TQBFJOTLD” and the user may input a matching passphrase like “the

quick brown fox jumped over the lazy dog”. Guide-mnemonics reduced the use of common

phrases from 50% to under 5% when user were asked to generate passphrases, that match

a given mnemonic. Kuo et al.’s study on vulnerability of mnemonic passwords in 2006

[34], showed that users base their mnemonic passwords on phrases that can be found on

the Internet and their 400,000-entry dictionary cracked 4% of mnemonic password.

Doolani et al. [20] developed the LociMotion, to help users learn a 56-bit strong system-

assigned password in a single session through the method of loci and a cup-and-ball game.

Their dynamically-generated video clip contains a virtual tour of a house, that has twelve

unique landmarks (also known as loci), such that each location is associated to a specific

letter of the password. The idea behind the cup-and-ball game is to intercept a falling ball

into a cup by moving the cup under the ball. To move the cup left and right, a user must

type a specific chunk of their assigned password before the ball could hit the ground. A

user study showed that LociMotion offers a recall success rate of 99%, 96%, and 81% after

1, 4, and 18 days, respectively.

2.3 GPT-2 and Language Modeling

Language model (LM) is a machine learning model that can predict based on the words

already observed in the sequence, the probability of the next word in the sequence. Let

(x1, x2, ... , x3) be a sequence of tokens and we want to learn a probability distribution of
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Figure 2.1: Variants of GPT-2 model [3].

the form (p1, p2, ... , p3) [5]. The joint distribution is usually evaluated using the chain

rule as:

P (x) =
∏
t

P (xt|x<t) (2.1)

where x<t represents all the tokens before the current token.

Smartphone keyboards are an example of LM as they suggest the next word based on

what is currently typed. In February 2019, OpenAI released a paper [44] describing GPT-

2, a model for text-generation based on the Transformer architecture [60] and trained on

huge amounts of text data. With the objective to predict the next word, given all of the

previous words within some text; the GPT-2 model was trained on a dataset of 8 million

web pages. This dataset is called WebText and is a 40GB dataset [40]. In the staged

release OpenAI has released four flavors of GPT-2 models. The small model with 117M

parameters, a 345M version, a 762M and a 1.5B model.
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Recurrent neural networks (RNN) are computationally expensive, and due to its sequen-

tial nature, training of RNN’s cannot be parallelized. The transformer model overcomes

this limitation by neither using recurrent nor convolutional neural networks and only using

attention mechanisms, which has allowed for text-generation models that are much less

computationally expensive [60]. The original transformer model is made up of a stack of

encoder and decoder. However, GPT-2 is built using only transformer decoder blocks. The

main distinguishing factors between the different GPT-2 model sizes is how high the stack

of decoder block is, as shown in Figure 2.1.

Despite significant advances in language modeling, what is the best decoding strategy

for text generation still remains an open question. The decoding methods, mainly include:

• Greedy search

• Beam search

• Top-K sampling

• Top-p sampling

Greedy search selects the word with the highest probability as its next word because of

which it misses the high probability words hidden behind a low probability word as shown

in Figure 2.2. Here the greedy search starts from word “The”, and chooses “nice” as the

next word as it has the highest probability between the words “dog”,“nice” and “car”.

Continuing this process, the algorithm generate the word “The”, “nice”, “woman” with a

overall probability of 0.5×0.4 = 0.2.

Beam search expands upon the greedy search and reduces the above mentioned risk

of missing hidden high probability word sequences. The Beam search in parallel expands
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Figure 2.2: Greedy Search Decoding Strategy. Reproduced with permission [61].
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Figure 2.3: Beam Search Decoding Strategy. Reproduced with permission [61].
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Figure 2.4: Top-K sampling. Reproduced with permission [61].

all possible next steps and keeps the k most likely where k is referred as the number

of ‘beams’ and is denoted as num beams. num beams we search with is a user-specified

hyper-parameter. Figure 2.3 illustrates Beam search with num beams = 2. At time step

1, the beam search keeps track of two sequences “The”, “nice” and the sequence “The”,

“dog”. At time step 2, the beam search reaches the word sequence “The”, “dog”, “has”

which has a higher probability 0.4×0.9=0.32.

Top-K (top k) sampling introduced by Fan et al. [21] is a simple yet very powerful

sampling scheme. In Top-K sampling, the top k next words are filtered after which the

probability mass is redistributed among only those k most likely next words. One of

the reasons for GPT-2’s success in story generation is the adaptation of top k sampling

scheme. However, a limitation of Top-K sampling is that it does not dynamically adapt to

the number of words that are filtered from the next word probability distribution because

of which some words might be sampled from a very sharp distribution, whereas others from
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Figure 2.5: Top-p sampling. Reproduced with permission [61].

a much more flat distribution as shown in Figure 2.4. Here k is set to 6. In time step 1,

Top-K eliminates the possibility to next words “people”, “big”, “house” and “cat”(left of

Figure 2.4), which also seem like reasonable candidates. Here, the words are sampled from

a flat distribution where every word seems to to be reasonable candidates. On the other

hand, in time step 2 the Top-K sampling includes the arguably poor word choices “down”,

“a” , “not”, “the”, “small” and “told” (right of Figure 2.4).

Instead of sampling only from the fixed most likely k words, Top-p (nucleus,top p)

sampling chooses from the smallest subset of the vocabulary whose cumulative probability

exceeds the probability p. This way, the number of words in the set can dynamically

increase and decrease according to the next word’s probability distribution [26] as shown

in Figure 2.5.
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2.4 Transfer learning

Deep neural network models needs to be trained on a very large dataset and the knowledge

gained from this dataset is compiled as “weights” of the network. However, these large

datasets are not always attainable which is a common challenge especially in NLP tasks.

Traditional learning is isolated and occurs purely based on the datasets and the specific

tasks. No knowledge gained through traditional learning is retained and transferred from

one model to another. Training a neural network model is also very expensive, in terms

of resources and time. Training a large and effective deep learning model that could make

a plausible prediction requires millions of data points. These limitations of traditional

learning motivated researchers to search for the possibility of knowledge transfer using

large trained models [5]. Transfer learning is a machine learning method where a model

developed for a task is reused as the starting point to solve a similar problem. A pre-

trained model is a saved network that was previously trained on a large dataset. We can

either use the pre-trained model as it is or use transfer learning to customize this model

to a given task. Fine-tuning is a Sequential transfer learning that unfreeze few of the top

layers of a frozen pre-trained model base and jointly train both the newly-added layers and

the last layers of the base model. This allows us to “fine-tune” the higher-order feature

representations in the base model, making them more relevant for the specific task.

The Python code to download the smaller version of GPT-2 model and the TensorFlow

code to load the downloaded model and generate predictions was open-sourced on GitHub

[41] by OpenAI. By utilizing transfer learning and building upon OpenAI’s GPT-2 text

generation model, Ressmeyer et al. [47] trained a model for the domain-specific task of

generating similar tweets based on a given account which proved to be more successful

than using an Long Short Term Memory(LSTM). Using transfer learning to convert GPT-
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2 to their domain specific task, the model has shown to be able to generate seemingly

human-authored tweets in response to the prompt that makes sense both grammatically

and semantically. Budzianowski et al. [14] adapted the pretrained GPT-2 model to multi-

domain task-oriented dialogues. Lee et al. [35] fine-tuned 345M GPT-2 pre-trained model

for generating patent claims. With just few training steps they were able to generate

patents that were coherent and complicated.
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Chapter 3

Study Design

The goal of our work is to determine, will assigning a passphrase that resembles natural

English sentences and are readable, pronounceable and are based on a vocabulary familiar

to the user, help users better recall their assigned passphrase or not. For the purpose of

generating a system-assigned passphrase that matches the above mentioned criterion’s we

first needed a vocabulary, familiar to the users. For the purpose of our study we obtained

this familiar vocabulary from three popular books. We then trained a GPT-2 model on

the familiar vocabulary, thereby generating passphrases that are readable, pronounceable,

sentence like passphrases resembling natural English sentences.

In this section we discuss our two study conditions and how we generated passphrases

for each of the study conditions. We conducted our two-part online user study of system-

assigned authentication secret passphrases using Amazon’s Mechanical Turk (M-Turk)

framework. The study was approved by the Research Ethics Board (REB) at our in-

stitution. After participants consented to participate in the research study, we assigned

each participant to a particular study condition. In the first part of the study, participants
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were assigned a passphrase and were asked to memorize the assigned passphrase. Six hours

later, participants were invited to return back, log in using their assigned passphrase, and

complete a survey. We followed a space repetition schedule of one day for six days where

participants were asked to recall the assigned passphrase. In this chapter, we give an

overview of our study design and experimental conditions.

3.1 Study Overview

We recruited participants through Amazon’s M-Turk. Participants needed to be at least

18 years old and we limited our data collection to participants from the United States

or Canada. We compensated them 65 cents for completing the first part of the study

and an additional 50 cents for completing each round of the second phase of the study

(the compensation was prorated in accordance with the minimum wage in our university’s

location).

Our study is divided into two parts. Part 1 of the study is called as Memorization

Phase and Part 2 of the study is called the Recall Phase. The Recall Phase is a multiple

round phase, and is composed of six rounds. We refer to the first recall round as Day#1

Recall, second recall round as Day#2 Recall until the sixth recall round Day#6 Recall.

During Memorization Phase we assigned participants a system generated passphrase. We

asked them to memorize this assigned passphrase, and informed them that they will have

to periodically return to the study and login to a dummy website using the assigned

passphrase. The phase of the study were participants return back to check if they still

remember the passphrase is the second part of the study which is referred as Recall Phase.

During the Recall Phase participants were asked to login to a dummy website using the

assigned passphrase. During the Memorization Phase participants were informed that this
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was a memory study and they should not write down the words that we ask them to

memorize. They were told that they will be paid for each completed rehearsal phase —

even if they forgot the entire passphrase or words of the passphrase.

During the Memorization phase, we assigned participants a secret passphrase in one of

two conditions, described in Section 3.2. After being assigned the secret, participants were

required to login to a dummy website using the assigned secret. After three unsuccessful

attempts, participants were displayed their secret. Six hours after completing the Mem-

orization phase of the study, participants received an email through M.Turk asking them

to return for the first round of Recall Phase(Day#1 Recall). To begin the Recall phase,

participants were asked to login using their secret to the same dummy website. After three

incorrect attempts, we showed participants their secret. In order to select the number of

attempts threshold we followed the work of Al-Ameen et al. [2], the CuedR system which

provided participants with three attempts to login. Once they had logged in, participants

completed a survey about how they had remembered their assigned passphrase and their

sentiments toward the assigned passphrase. This completes the Day#1 Recall. One day

after the memorization phase, the Day#2 Recall study was conducted. It had the same

procedure as Day#1 Recall, except that Day#2 Recall didn’t have a survey. Only those

participants who returned to complete Day#1 Recall were sent an invitation to participate

in the Day#2 Recall. This procedure continued until Day#6 Recall which is the last day

for the multiple round recall phase. The participants who reach till Day#6 Recall are those

who haven’t dropped out from the study along any of the recall rounds. Blocki et al. [7]

reported that much of the forgetting of system-assigned passphrases happens in the first 12

hours. This is why we chose our Day#1 Recall to be 6 hours after the Memorization Phase,

after which participants have to return every day for six consecutive days to complete the

six rounds of Recall phase.
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3.2 Conditions

We assigned participants to one of four experimental conditions, which are summarized in

Table 3.1. The conditions varied in the passphrase assigned to the participants. Partic-

ipants were unable to modify their assigned passphrase or to obtain a replacement. We

required that participants enter words separated by spaces and in the same order they were

assigned. All assigned passphrase were case-sensitive and they might resemble English like

sentences depending on the passphrase condition.

Condition name Length Story Assigned Passphrase

Random Passphrase 4 NA information lays early site

Based on Familiar Vocabulary 5 Pride and Prejudice Darcy knows my style perfectly

6 The Adventures of Sherlock Holmes Holmes investigations have always been indirect

7 Alice in Wonderland Alice was suppressed by wings of thunderstorm

Table 3.1: A summary of experimental conditions.

3.2.1 Random Passphrase Conditions

This condition is similar to pp-sentence by Shay et al. [51] which offered 30 bits of entropy.

Participants were assigned passphrases of the form “noun verb adjective noun,” where

nouns, verbs, and adjectives are chosen from separate 181-word dictionaries as provided

in [51]. We used the same 181-word dictionary provided by Shay et al. Although these

passphrases were unlikely to make semantic sense due to the random selection of words,

some of them could resemble natural English sentences. To identify the randomness of the

passphrases generated in this condition, we computed the perplexity score. The perplexity

score for the passphrase “information lays early site” is 214,885.92. A high perplexity

indicates low probability which further indicates highly random sentence. Perplexity is the
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inverse of the probability of the test set (as assigned by the language model), normalized

by the number of word tokens in the test set. Assuming the test corpus has N tokens, w1

... wN , and if the LM assigns probability P(w1 ... wi−N) to the test corpus, its perplexity,

PP(w1 ... wN), is defined as:

PP (w1...wN) = P (w1...wN)−
1
N (3.1)

= N

√
1

P (w1...wN)
(3.2)

A LM with lower perplexity is better because it assigns a higher probability to the unseen

test corpus. We used pretrained GPT as Language Model to calculate the Perplexity score

to a sentence in Random Passphrase Conditions.

3.2.2 Passphrase Condition based on Familiar Vocabulary

In this condition we assign participants with a passphrase generated from a familiar vocab-

ulary. For this we asked participants to select a story they are most familiar, from a list of

three stories during the Memorization phase. We then assigned them with a system gener-

ated passphrase based on the vocabulary of the selected story. The three stories they chose

from are Alice in Wonderland, The Adventures of Sherlock Holmes , Pride and Prejudice.

These three are among the top 15 books downloaded from the Project Gutenberg library

(which contains over 60,000 free eBooks) and they also have at least one movie based on

the story.

We had to keep the length of passphrases based on Familiar vocabulary to be greater

than four as shown in Table 3.1. This was because passphrases less than four, from the

three stories selected appeared more as random words rather than pronounceable English
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sentences and could not capture the style in which the story was written. We wanted to

ensure that the passphrases generated from the stories not only are familiar in context of

its vocabulary, but also resembles natural English sentences.

OpenAI’s GPT-2 is a pre-trained, transformer-based language model that can be used

for various NLP tasks such as text generation, translation, and data summarization. It is

trained with the goal of predicting the next word given all previous words of some text [44].

By utilizing transfer learning and by fine-tuning GPT-2 text generation model, we sought

to train a model for the domain-specific task of generating short stories in the style of a

given book. Fine tuning GPT-2 has now become the best practice and have demonstrated

best results in several language task [43],[35],[47]. In this work, our experiments are based

on the 345M GPT-2 model. We forked Neil Shepperd’s OpenAI’s repo [54] which contains

additional code to allow fine tuning the existing OpenAI model on custom datasets. For

our experiment, we built a baseline model with temperature=0.7, top p=0.9, top k=40.

Top-p sampling used in combination with Top-K, can avoid very low ranked words while

allowing for some dynamic selection. Higher temperatures work better (e.g. 0.7 - 1.0)

to generate more interesting text. The generated text are of length greater than 300 to

accurately represent the context of the story on which the model is trained on and to

generate realistic and coherent output.

Bonneau et al. [12] demonstrated user’s ability to remember randomly assigned 56-bit

(encoded as either 6 words or 12 characters) secret through spaced repetition. Bonk et

al. [9] created StoryPass which asked users to create a sentence-like passphrase of at least

7 words in length. A 7-word long passphrase are difficult to be guessed due to the lack

of tables for larger n-gram sizes. COCA [18] corpus the largest, genre-balanced corpus of

American English has only up to 2, 3, 4, and 5 n-grams. Figure 4.4 on marginal guesswork

shows that 2, 3 and 4-grams have lower marginal guesswork in bits compared to 5-grams.
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Keeping these factors into consideration, for our study we choose passphrases that are 5,

6 and 7 words long.

To simulate the use of familiar vocabulary, we used three classic literary pieces: Alice

in Wonderland (Lewis Carroll, 1965), Pride and Prejudice(Jane Austen, 1813), The Ad-

ventures of Sherlock Holmes (Arthur Conan Doyle, 1892). The books for these stories were

downloaded from Project Gutenberg 1. We used GPT-2 to generate 300+ words text for

each of three books. We then cleaned the generated text to produce passphrases of 5, 6

and 7 words long. Table 3.2 shows the short story generated by GPT-2 from the book

Alice in Wonderland. To produce passphrases from the GPT-2 generated short story, we

performed text cleaning. To start with, each lines from the GPT-2 generated text was ex-

tracted. We then split each line into a sequence of words that forms a candidate passphrase

until a punctuation - comma, colon, semicolon or period - is found. All those sequences,

with word count less than 5 were discarded from the candidate pool of passphrase. The

conjunction ‘and ’, definite article ‘the’, indefinite article ‘a/an’ were then removed. The

word count of each candidate passphrase were then taken and those less than 5 or greater

than 7 were removed from the candidate pool of passphrases. In the final step we randomly

replaced personal pronouns (I, me, she, he, them, it) to character names in the book. This

data cleaning operation generates passphrases of 5 , 6 or 7 words long. Table 3.3 shows

the passphrases generated from Table 3.2. We then ranked the generated passphrases

using conditional probability of n-grams. Assuming an attacker wants to guess all n-gram

combinations, the best list for an attacker with unlimited resources would be the bigrams,

because all of the word combinations that appear in bigram also appear in all the other

n-grams. Before assigning a different user with a passphrase generated from the same

book, we compute passphrase similarity score to ensure the newly assigned passphrase is

1https://www.gutenberg.org/
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sufficiently different from the already assigned passphrases based on the same book. We

used universal sentence encoder [17] in order to derive the semantic representation and

the similarity of passphrases. We used the universal sentence encoder transformer based

version 4, which is available at Google Tensorflow-hub 2. For the generated passphrase in

Table 3.3, Figure 3.1 and Figure 3.2 shows the sentence embedding and similarity scores

respectively.

2https://tfhub.dev/google/universal-sentence-encoder/4
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Alice was silent.

The Pigeon flew away in a straight line, and was just in front of it when it came: it

was all but out of sight, and the moment Alice appeared on the other side, she was

suppressed by the wings of the thunderstorm, and was only a few yards off the Queen’s

head.

Alice was not a bit hurt, and she flew away in a great hurry, from one end of the

court to the other; and as the hall was very hot, and all the players were engaged in

dancing, Alice appeared on the fiddle: she was a good deal frightened at the creature’s

appearing, but she did not dare to move, so ran down the other side of the court, and

began dancing round and round the court, always in a hurry: among the raving players

was another of the soldiers, and this time he was in livery, with the words “DRINK

ME,” done and ready.

“’” Said the Queen, “who demands of it so much of anything, that he’s always ordering

people to laze about in the sun!”

And Alice was immediately ordered out of the court; for, you see, as she was only nine

inches high, she could not afford to be any more cuddly: and, by the time she had

been foraging for roots and leaves, she was getting up and walking off to the side of

the court.

“Get to your places!” said the King, with a sudden emphasis. “What are you doing

running?”

“I’m a farmer,” said Alice: “I run them”

“There’s no such thing!” said the King. “You’re a serpent.”

Alice was thoroughly puzzled, and was looking down at her hands in great curiosity.

“What are they doing?” she asked the Gryphon.

“They’re doing

Table 3.2: GPT-2 generated text for Alice in Wonderland.
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Pigeon flew away in straight line

Gryphon was all but out of sight

moment Alice appeared on other side

Alice was suppressed by wings of thunderstorm

was only few yards off Queens head

Alice was not bit hurt

Cheshire Cat flew away in great hurry

from one end of court to other

as hall was very hot

all players were engaged in dancing

but Bill did not dare to move

so ran down other side of court

began dancing round round court

among raving players was another of soldiers

this time Dormouse was in livery

Alice was immediately ordered out of court

white rabbit was only nine inches high

Get to your places said King

What are you doing running

Theres no such thing said King

What are they doing Duchess asked Gryphon

Table 3.3: Passphrases generated for Alice in Wonderland.
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Figure 3.1: Sentence Embedding of passphrases in Table 3.3 using embeddings from the

universal sentence encoder [17].
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Figure 3.2: Sentence similarity scores of passphrases in Table 3.3 using embeddings from

the universal sentence encoder [17].
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Chapter 4

Word Selection and Security Goals

4.1 Word Selection

Bonneau et al. [13] studied the patterns in human choice of passphrases, based on Ama-

zons now discontinued PayPhrase service. The study showed that a user tends to choose

linguistically correct phrases because of which even a four words long passphrase probably

has less than 30 bit of security. Their results suggest that users fail to choose phrases

made of completely random words, but are influenced by the probability of a phrase occur-

ring in natural language. Examples of linguistically correct phrases that occurs in natural

language are “all rights reserved” or “property of their respective”. Even though these

are multi-word passphrases they are still insufficient to improve security because of their

linguistic correctness. Sparell et al. [56] showed linguistically correct passphrases can be

cracked using Markov process.

Blanchard et al. [39] proposed a method to guide users word choice when creating

a passphrase, to make more memorable and more secure passphrases. Participants were
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asked to select six words, in the order of their choice from a randomly generated set of words

presented as an array. Their study indicated that passphrases created by choosing words

from an imposed set of random words are more memorable than automatically generated

passphrases.

POS tagging is the method of tagging a word with its corresponding part-of-speech

like adjective, noun, verb, adverb, etc., following the language’s grammatical rules that are

further constructed on the basis of the context of occurrence of a word and its relationships

with other words in a sentence. Rao et al. [45] investigated the effect of structural (gram-

matical) patterns on password security. They used Parts-of-Speech (POS) tagging to model

the grammatical structures. Their password cracking algorithm automatically combines

multiple words using their POS tagging framework to generate password guesses. They

found a decrease in password search space due to the presence of grammar (also referred as

tag-rule in the paper) and that this decrease can be as large as 50% for a password of length

five words. An attacker aware of such a distribution can reduce their guessing effort by

enumerating values for the grammatical structure and ignoring all other structures. Their

work showed that two passwords of equal length may have different strength depending on

its structure. Building on the idea of Rao et al. [45], we checked if our generated set of

passphrases in Table 3.3 follow any common grammatical structure with each other and

with the source text from which it is build.

For the book Alice in Wonderland after removing the unnecessary space there are 15

POS tags, including punctuation. We used SpaCy1, an open-source software library, de-

veloped for performing simple to advanced Natural Language Processing tasks to perform

POS tagging.

1https://spacy.io/usage/linguistic-features
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Figure 4.1: Proportion of POS-tag for the book Alice in Wonderland.

Let T be the set of all POS tags for Alice in Wonderland.

T = {ADJ, ADP, ADV, AUX, CCONJ, DET, INTJ, NOUN, NUM, PART, PRON,

PROPN, PUNCT, SCONJ, VERB}

Figure 4.1 shows the proportion of each POS tag in the book Alice in Wonderland.

Following punctuation’s the next highest POS tag for the book is verb, followed which was

determiner. We also checked the POS tag distribution of the short story shown in Table

3.2, which was generated by GPT-2 for the book Alice in Wonderland, based on which we

have generated the passphrase. Figure 4.2 shows a similar POS-tag distribution for the

generated story with the original book Alice in Wonderland.
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Figure 4.2: Proportion of POS-tag for the generated story in Table 3.2 using GPT-2 for

the book Alice in Wonderland.

We removed the punctuation and created 5-gram, 6-gram and 7-gram of word and POS

tag pairs for the book Alice in Wonderland. Given a sequence of words (word1 word2 .

. .wordn), a POS tagger can output a sequence of tags, one tag per word ((word1, tag1)

(word2, tag2) . . . (wordn, tagn)). Finally, we extracted the set of unique tag-rules from

the word tag pair in each n-gram. In Figure 4.3 we group the tag-rules by their search

space size. We observe that majority of tag-rules have a very small or negligible search

space. For example, in tag rule of length seven (7-gram), 99% of tag rules have less than

2.8 bits of strength. This is because almost 99% of tag-rules have only one tag sequence.

This implies that for 7-grams, only one sequence of words are generated by 99% of tag

rules. Because of this limitation of our chosen vocabulary, we remove from Table 3.3 all

those passphrases that don’t have a tag-sequence that is either unique from each other or

with the tag-rules from n-grams, thereby creating Table 4.1. This would make sure that
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Figure 4.3: Tag-rules of length 5 to 7 grouped by the size of their search space (in bits) for

the book Alice in Wonderland. The search space of a tag-rule, ts, is the number of word

sequences it generates, which in bits is log2count(S(ts)). Numbers outside the pie chart

indicate the range of bits. Numbers inside the pie indicate the percentage of tag-rules with

those many bits [45].
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our generated passphrase don’t follow any specific tag-rule thereby offering an entropy of

log2147 = 26.6 bits for a seven word long passphrase. The ideal scenario is to have the

tag-rules divide the password search space evenly and with every search space offering high

bits of strength. As observed, the passphrase “all players were engaged in dancing” and

“What are you doing running” from Table 3.3 are missing from Table 4.1. This is because

these two phrases had a tag sequence that was not unique and was similar with a tag-rule

in the 6-gram and 5-gram respectively in the book Alice in Wonderland.

The presence of semantic patterns could reduce even further the search space of passphrases.

Bonneau et al. [13] showed how the presence of semantic patterns in passphrases decreases

guessing efforts to an extend that even a 4-word phrases can now be less than 30-bit of

security. Bonk et al. [9] used a Passphrase Ranking Algorithm, based on n-grams, to es-

timate the number of guesses it would take to crack a user’s passphrase. To analyse the

semantic effects of a generated passphrase we created one dictionary for 2-gram, 3-gram,

4-gram and 5-gram corpus of Alice in wonderland with n-grams in each dictionary sorted

by increasing order of frequency. We then computed the joint probability of each of the

generated passphrases in Table 4.1 using 2-gram, 3-gram, 4-gram and 5-gram along with

Laplace smoothing and generated a score for each passphrase as shown in Algorithm 1.

During the calculation of joint probability for 2-gram, 3-gram, 4-gram and 5-gram, if the

numerator of all terms in Equation 4.2 is one and is due to Laplace Transform, then the

joint probability of that n-gram is discarded. We used Laplace smoothing to prevent a

language model from assigning zero probability to these unseen events. Laplace smoothing

add one to all the n-gram counts, before we normalize them into probabilities. All the

counts that used to be zero will now have a count of 1, the counts of 1 will be 2, and so

on.

An n-gram as the sequence of n words. A 2-gram (or bigram) is a two-word sequence
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Pigeon flew away in straight line

Gryphon was all but out of sight

moment Alice appeared on other side

Alice was suppressed by wings of thunderstorm

was only few yards off Queens head

Alice was not bit hurt

Cheshire Cat flew away in great hurry

from one end of court to other

as hall was very hot

but Bill did not dare to move

so ran down other side of court

began dancing round round court

among raving players was another of soldiers

this time Dormouse was in livery

Alice was immediately ordered out of court

white rabbit was only nine inches high

Get to your places said King

Theres no such thing said King

What are they doing Duchess asked Gryphon

Table 4.1: Passphrases for Alice in Wonderland after removing non-unique tag sequences.
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of words like “please turn”, and a 3-gram (or trigram) is a three-word sequence of words

like “The Three Musketeers”. The general equation for an n-gram approximation to the

conditional probability of the next word in a sequence is:

P (wn|wn1−1) ≈ P (wn|wnn−−1
N+1) (4.1)

Given the bigram assumption for the probability of an individual word, we can compute

the probability of a complete word sequence as:

P (wn1 ) ≈
n∏
k=1

P (wk|wk−1) (4.2)

where

P (wk|wk−1) =
C(wk−1wk)

C(wk−1)
(4.3)

Algorithm 1: Score for generated passphrase

procedure BESTNGRAM PROBABILITY(C)

C = generated passphrase

a= probability of C using 2-gram

b= probability of C using 3-gram

c= probability of C using 4-gram

d= probability of C using 5-gram

score= MAX(a,b,c,d)

The passphrases in Table 4.1 are then ranked in increasing order of score, with rank one

for that passphrase with minimum score. This procedure helps to identify any generated

passphrases that have a high probability of being guessed and thus can be removed from

the list of generated passphrases. Table 4.2 shows the generated passphrase arranged in
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increasing order of their score. Rank 1 is for the passphrase with the minimum joint

probability of their word sequence.

Rank 1: Alice was suppressed by wings of thunderstorm

Rank 2: among raving players was another of soldiers

Rank 3: Cheshire Cat flew away in great hurry

Rank 4: Pigeon flew away in straight line

Rank 5: began dancing round round court

Rank 6: Alice was immediately ordered out of court

Rank 7: white rabbit was only nine inches high

Rank 8: this time Dormouse was in livery

Rank 9: Alice was not bit hurt

Rank 10: from one end of court to other

Rank 11: was only few yards off Queens head

Rank 12: Gryphon was all but out of sight

Rank 13: so ran down other side of court

Rank 14: Theres no such thing said King

Rank 15: What are they doing Duchess asked Gryphon

Rank 16: moment Alice appeared on other side

Rank 17: but Bill did not dare to move

Rank 18: Get to your places said King

Rank 19: as hall was very hot

Table 4.2: Ranked Passphrases for Alice in Wonderland.
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4.2 Security Goals

We use the book Alice in Wonderland to illustrate security goals. The book Alice in Won-

derland has 2565(≈211) unique tokens. The expected number of guesses for a passphrase

of 5 words from this book is (211)5/2 =254 which is �106 and thus has negligible risk of a

successful online attack [23].

Entropy is defined as the average amount of information that is generated by each char-

acter in a piece of text [50]. In terms of passwords/passphrases entropy can be considered

a measure of the difficulty of guessing a password/passphrase [15]. For a passphrase of 5

words from Alice in Wonderland, the entropy in bits is log225655 = 56 bit.

Marginal guesswork, is defined in [42] as “the optimal number of trials necessary to be

guaranteed a certain chance of guessing a random value in a brute-force search”. Marginal

guesswork determines the amount of effort it would take to guess a certain number of

passphrases under a known probability distribution. Bonneau et al. [13] used marginal

guesswork model to measure the guessing difficulty of a distribution. The marginal guess-

work to measure the maximum cost of determining the value of X , with a α probability

of success is defined as [42]:

wα(X) = min

{
i

∣∣∣∣∣
i∑

j=1

p[j] ≥ α

}
(4.4)

Figure 4.4 shows the marginal guesswork for the book Alice in Wonderland. Marginal

guesswork is calculated by ordering the n-grams that would be used by the attacker in

order of the highest probability to the lowest probability, then summing the probabilities

in descending order. This can determine at what point in guessing effort a certain per-

centage of n-grams would be guessed. The Success Rate(α) in Figure 4.4 is the probability
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Figure 4.4: Marginal Guesswork for the book Alice in Wonderland.

of n-gram guessed for Alice in Wonderland. The marginal guesswork for Alice in Won-

derland wouldn’t withstand an unthrotted attack. However, we are not constructing our

passphrases from n-grams of the selected book instead we are generating a new short story

based on the selected book and then generating a passphrase based on that new short

story. We are also ranking our passphrase based on the sequence probability as shown in

Table 4.2. This helps us to blacklist and thereby eliminate those passphrases which are

guessable according to n-grams. Our work is a proof-of-concept to a broader idea about

using familiar vocabulary to improve memorability.
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Figure 4.5 shows the marginal guesswork for the books Pride and Prejudice and The Ad-

ventures of Sherlock Holmes. Clearly the books Pride and Prejudice offers better marginal

guesswork when compared to The Adventures of Sherlock Holmes and the book Alice in

Wonderland.
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Figure 4.5: Marginal Guesswork for the book Pride and Prejudice (top) The Adventures

of Sherlock Holmes (bottom). 46



Chapter 5

Results

In this section, we present the results of our study.

5.1 Study Data

One of the primary challenges in analyzing the results from any multi-phase user study is

that, some participants have to be dropped from the study because they were unable to

return for one of their rounds of recall phase in a timely manner, or have left the study.

It is hard to determine how many of those dropped participants would have been able to

remember their passphrase, if returned. We use the following notations from [7].

Notation: NumSuccessfulReturned(C, i) denote the total number of participants from

study condition C who survived (passed) through recall i – 1 and returned for recall

i. NumRemembered(C, i) denote the number of participants who remembered their

passphrase during recall i with < 3 incorrect attempts. NumSurvived(C, i) denote the

number of participants who also remembered their passphrase during every prior recall
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Recall Condition i=0 i=1 i=2 i=3 i=4 i=5 i=6

Random
250 148, 89, 96, 101, 107, 92,

94, 87, 82, 77, 74, 67,

63.51% 97.75% 85.42% 76.24% 69.16 % 72.83%

Familiar Vocabulary
250 162, 94, 96, 99, 98, 88,

105, 87, 70, 65, 61, 52,

64.81% 92.55% 72.92% 65.66% 62.24% 59.09%

Table 5.1: NumSuccessfulReturned(i), NumSurvived(i),

NumSurvived(i)/NumSuccessfulReturned(i).

rounds. NumSuccessful(i) denote the total number of participants who failed recall i – 1

but passed recall i. Because the study condition C is often clear from the context, we will

omit it from the notations. The conditional probability that a participant remembers their

passphrase during recall i given that they have survived through recall i -1 and returned

for recall i is
NumSurvived(i)

NumSuccessfulReturned(i)

Table 5.1 shows the conditional probability of random and familiar vocabulary conditions

during each of the six recall rounds. Table 5.1 also shows how many participants who

had never failed before returned in each recall rounds represented by NumSuccessful(i).

i= 0 in Table 5.1 indicates the Memorization Phase. We had 250 participants for the

Random Passphrase condition and 250 participants in the familiar vocabulary condition.

i= 1 indicates Day#1 Recall and i= 6 indicates Day#6 Recall. Table 5.2 summarizes

the success and failure rate at each of the recall rounds. Droupout(C,i) indicates those

participants who participated in recall i -1 but did not return for recall i. For i = 1 the

previous phase is Memorization Phase, denoted as i = 0 in Table 5.2.
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Random

i = No. of

Partic-

ipants

Num

Remem-

bered

Failed

Login

Success

Rate(%)

Failure

Rate(%)

Drop

out

Num

Success-

ful

0 250

1 148 94 54 63.51 36.49 102

2 136 101 35 74.26 25.74 12 14

3 130 106 24 81.54 18.46 6 11

4 122 110 12 90.16 9.84 8 10

5 119 102 17 85.71 14.29 3 2

6 106 98 8 92.45 7.55 13 7

Familiar Vocabulary

i = No. of

Partic-

ipants

Num

Remem-

bered

Failed

Login

Success

Rate(%)

Failure

Rate(%)

Drop

out

Num

Success-

ful

0 250

1 162 105 57 64.81 35.19 88

2 146 113 33 77.40 22.60 16 26

3 124 104 20 83.87 16.13 22 12

4 119 104 15 87.39 12.61 5 8

5 110 103 7 93.64 6.36 9 5

6 94 87 7 92.55 7.45 16 2

Table 5.2: Success and Failure rate of (top) Random Vocabulary and (bottom) Familiar

Vocabulary.
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5.2 Storage

During the first round of recall phase of the study, we asked participants if they wrote down

their secrets, either on paper or electronically, reassuring them that their compensation

would not be affected by their response. We consider a participant not to have stored

his or her secret if the participant affirms of typing their passphrase from memory. The

participants who haven’t stored their assigned secret are most relevant when evaluating the

memorability of secrets and hence we removed from our results those participants result

who have reported to have recorded their assigned passphrase. Out of the participants

who returned for first round of recall phase, 20 participants from the random vocabulary

condition and 21 participants from the familiar vocabulary condition have reported to have

recorded or stored their secret.

5.3 User Sentiment

In the first round of recall phase of the study, we asked participants to indicate their

agreement, from “strongly disagree” to “strongly agree,” with the statements “learning my

passphrase was [annoying / difficult / fun].” The use of these three question to evaluate

user sentiments was adapted from Shay et al. [51]. An overview of this result is shown in

Figure 5.1.

5.4 Story Selection

As discussed in Section 3.2.2, we asked participants in the familiar vocabulary condition

of the study to select from three stories, one story they are most familiar with. It is
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Figure 5.1: Response data on annoyance, difficulty, and fun.
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based on the vocabulary of this selected story we assign a passphrase to the participants.

Participants who selected the story Alice in Wonderland were assigned the passphrase

Alice was suppressed by wings of thunderstorm, who selected the story Sherlock Holmes

were assigned the passphrase Holmes investigations have always been indirect and, for those

who selected the story Pride and Prejudice, they were assigned the passphrase Darcy knows

my style perfectly. 67.90% participants selected the story Alice in Wonderland, 21.60%

selected Sherlock Holmes and 10.50% selected the story Pride and Prejudice. During the

first recall round we asked three questions related to the selected story, to the participants

in the familiar vocabulary condition. The first question asked was if the participants have

read the chosen story or have watched a related movie. The second question was if the

participants imagined a scene related to the passphrase assigned or words in the passphrase

and the third question was if the imagined scene was related to the story they had chosen.

22 participants reported that they haven’t read any of these three book nor watched any

movie related to the these stories. Since we couldn’t provide a familiar vocabulary for

these 22 participants, we removed their data from our study, leaving us 162 participants

for Day#1 Recall. 53.09% of participants imagined a scene related to the passphrase

assigned or words in the passphrase, out of these participants 67.44% imagined a scene

related to the story they selected.

5.5 Typographic Error Analysis

Developed by Google, Bidirectional Encoder Representation from Transformers (BERT)

[19] is a state of the art technique for natural language processing. BERT uses transformer

architecture, an attention model to learn word embeddings. There are two versions of

BERT. BERT Base has 12 encode layers with 768 hidden units and 12 attention heads,
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and BERT Large, has 24 encode layers with 1024 hidden units and 16 attention heads.

Bao et al. [6] worked on different ways to measure similarity between embedding vectors

generated by BERT, mixing Euclidean distance with cosine similarity. We use a pre-trained

BERT model [46] to compute a dense vector representation along with cosine similarity to

measure the similarity between the assigned passphrase from familiar vocabulary conditions

and the failed logins.

For the 5-word passphrase based on the book Pride and Prejudice there were six failed

login attempts in total during the course of six recall rounds, as shown in Table 6.1 (The

failed login column in Table 6.1 adds to six for Pride and Prejudice). Out of these six

failed login attempts, it was just one login in which the particular participant completely

forgot the passphrase and was not able to recall any one word in the 5-word passphrase

with all three attempts. Since we had six failed login attempts and each login allows up to

three attempts, we collected 6 × 3 = 18 incorrect ways in which the assigned passphrase

was typed. Table 5.3 summarizes the similarity score of each of these with the assigned

passphrase -“Darcy knows my style perfectly”. Two of the incorrect passphrases had a

similarity score greater than 95% with the assigned passphrase. These two passphrases are

“darcy knows my style perfectly” and ”Darcy matches my style perfectly” with a similar-

ity score of 99% and 96% respectively with the assigned passphrase. We also included in

Table 5.3, under the column ‘completely dissimilar’ the total number of attempts in which

a incorrect passphrase with no single word in the assigned passphrase was typed.
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For the 6-word passphrase based on the book Sherlock Holmes there were 38 failed login

attempts in total during the course of six recall rounds as shown in Table 6.1. Out of these

38 failed login attempts, there were 10 login in which the particular participants completely

forgot the passphrase and was not able to recall any one word in the 6-word passphrase

with all three attempts. In 22 of the 38 failed login attempts, participants remembered the

phrase - “Holmes investigations” from the passphrase “Holmes investigations have always

been indirect”. We collected 114 incorrect passphrases for the 6-word passphrase and their

similarity score with the assigned passphrase is shown in Table 5.3.

For the 7-word passphrase based on the book Alice in Wonderland there were 95 failed

login attempts in total during the course of six recall rounds as shown in Table 6.1. Out

of these 95 failed login attempts, it was just one login in which the particular participant

completely forgot the passphrase and was not able to recall any one word in the 7-word

passphrase with all three attempts. We collected 285 incorrect passphrases for the 7-word

passphrase and computed their similarity score with the assigned passphrase is shown in

Table 5.3 and Figure 5.2.
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Figure 5.2: Similarity Score between the assigned passphrase and the incorrectly typed

passphrase.
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Chapter 6

Discussion and Conclusion

This work presents a new authentication method based on familiar vocabulary. With a

user study we investigated the memorability of system-assigned passphrases from a familiar

user vocabulary. The highlights of our work are presented below.

6.1 Discussion and Conclusion

We were able to identify a familiar user vocabulary. For conducting the experiment we

chose three stories, of which we had to assume that participants would be familiar with at

least one of them and would have either read a book related to one of these stories or have

watched a movie related to one of the stories. Out of the participants who returned for

Day#1 Recall, only 22 participants reported, to not have read a book or watched a movie

related to the story they had chosen to construct the passphrase. We removed from our

study the data from these 22 participants. This indicates for the remaining participants

we were able to assign a system-assigned passphrase based on their familiar vocabulary.
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However, we acknowledge the fact that these stories might not be the most familiar and

the most recent vocabulary to the participants.

The central idea of our study is to investigate the impact of familiar vocabulary to

generate passphrases that are memorable. For our study we selected three stories as this

was the best way we could have known users familiar vocabulary in advance. In real-life

scenarios this familiar vocabulary would be more personalized and could come from the

ten books read, or from user-authored content such as sent emails and blogs.

Passphrases based on familiar vocabulary was reported to be more fun, less difficult

and less annoying compared to random passphrases. However, conducting a paired t-test

on the difficulty, fun and annoyance of random and familiar vocabulary condition we find

that the difference is not significant. We believe that this has to do with the length of

the passphrases assigned in the two conditions. Random passphrases were four word long

whereas passphrases based on familiar vocabulary were five, six and seven words long

depending on the story selected as shown in Table 3.1 (please refer to Section 3.2.2 for a

discussion on passphrase length).

Table 5.2 indicates a similar success rate in memorizing a familiar vocabulary passphrase

and a random passphrase, even though the word lengths do not match (please refer to

Section 3.2.2 for a discussion on passphrase length). When conducted a paired t-test on

the Success Rate of random and familiar vocabulary condition in Table 5.2 we find no

significant difference. A paired t-test on the login success rate of random passphrase and

familiar vocabulary passphrase indicates that the success rate of familiar vocabulary is

not significantly greater than the random condition. The system-assigned passphrases

created from a set of random words performed just as well in terms of memorability over

system-assigned passphrases from a familiar vocabulary.
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In order to identify whether failed participants in the familiar vocabulary passphrase

are able to memorize their passphrase over time, we identified NumSuccessful(i) to denote

the total number of participants from study condition Familiar Vocabulary who failed recall

i – 1 but passed recall i. As summarized in Table 6.1, the participants who failed the i –

1 recall round, are eventually memorizing their passphrase at the next recall rounds for all

three stories. We also investigated from Table 6.1 whether it is the participants who are

failing in recalling the passphrase, the only ones dropping out from the study. However no

such relationship exists.

Table 5.3 summarizes how similar are the incorrect passphrases typed by the partic-

ipants with the assigned passphrase in the familiar vocabulary condition. There were

incorrect passphrases in all three familiar condition which had no single word similar to

the assigned passphrases. However, keeping that aside, for the story Pride and Prejudice

even the least similar incorrect passphrase has a similarity score of 0.77 with the actual

assigned passphrase of five words. There is a clear indication that as the length of the as-

signed passphrase increases the participants who failed one or more recall rounds are having

less similar passphrase in their memory, than to the one assigned. For the story Sherlock

Holmes there was no such incorrect passphrase that had a similarity score less than .40

(without considering the completely dissimilar cases) with the assigned passphrase. The

least similar incorrect passphrase has a similarity score of 0.41 with the actual assigned

passphrase of six words. However, for the seven word passphrase based on the story Alice

in Wonderland, there were 22 incorrect passphrases that had a similarity score less than

0.39 with the assigned passphrase with the least similarity score of 0.24 for the incorrect

passphrase “alice has her tea”.

Our study showed that following a spaced repetition schedule, passphrases as natural

English sentences, based on familiar vocabulary performed similarly to system-assigned
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Pride and Prejudice

i = No.of

Partici-

pants

NumRemembered

(i)

Failed

Login

Success

Rate(%)

Failure

Rate(%)

Drop

out(i)

NumSuccessful

(i)

1 17 14 3 82.35 17.65

2 16 14 2 87.5 12.5 1 2

3 14 13 1 92.86 7.14 2 1

4 14 14 0 100 0 0 1

5 11 11 0 100 0 3 NA

6 8 8 0 100 0 3 NA

The Adventures of Sherlock Holmes

i = No.of

Partici-

pants

NumRemembered

(i)

Failed

Login

Success

Rate(%)

Failure

Rate(%)

Drop

out(i)

NumSuccessful

(i)

1 35 18 17 51.43 48.57

2 32 23 9 71.88 28.12 3 6

3 28 22 6 78.57 21.43 4 2

4 26 21 5 80.77 19.23 2 2

5 23 22 1 95.65 4.35 3 1

6 18 18 0 100 0 5 1

Table 6.1: Success and Failure rate of three stories in Familiar Vocabulary.
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Alice in Wonderland

i = No.of

Partici-

pants

NumRemembered

(i)

Failed

Login

Success

Rate(%)

Failure

Rate(%)

Drop

out(i)

NumSuccessful

(i)

1 110 73 37 66.36 33.64

2 98 76 22 77.55 22.45 12 18

3 82 69 13 84.15 15.85 16 9

4 79 69 10 87.34 12.66 3 5

5 76 70 6 92.10 7.89 3 4

6 68 61 7 89.70 10.29 8 1

Table 6.1: Success and Failure rate of three stories in Familiar Vocabulary (continued).

passphrases based on random common words. However, we believe that system-assigned

passphrases based on familiar vocabulary has a potential to be explored further as a new

authentication method.

6.2 Limitations

Our current methodology has its limitations. The length of the passphrase in the random

passphrase condition was less than the familiar vocabulary condition. To be able to con-

struct passphrases that resembled natural language sentences from familiar vocabularies,

we had to include prepositions and connecting words, resulting in passphrases of five, six

and seven words. Also, passphrases less than four, from the three stories selected could not

capture the style in which the story was written. We wanted to ensure that the passphrases

generated from the stories not only are familiar in context of its vocabulary, but also its
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style. The random passphrase was only four words long as it did not contain propositions

or any connection words. We could not increase the random passphrase length as that

would further increase its entropy further adding to the already existing imbalance in the

security in bits of both conditions.

Another limitation to our methodology is the difficulty to compare passphrases of equal

bits of security. Since the passphrase in the random vocabulary conditions is of length four

and is chosen randomly from a 181-word dictionary, it had an entropy of 30 bits. But, for

the three stories selected, the maximum Marginal guesswork in bits obtained for 5-grams

is 14.7 bits for Alice in Wonderland, 16.8 bits for Pride and Prejudice and 16.5 bits for

The Adventures of Sherlock Holmes. To even attain a 20-bit marginal guesswork, we will

need to combine at least ten books that can together generate 900,000 or more 5-grams.

It was also not possible to decrease the entropy of random vocabulary conditions to match

the security in bits of familiar vocabulary condition, as this would mean we will have to

further reduce the number of words in random condition passphrase which would make the

length of both the conditions further unbalanced.

For our study we are also forced to choose books whose scripts are available for free

downloads. Gutenberg not only give the statistics of how many times a book was down-

loaded, but also give its script for free download. Even though we may get the most popular

books from Amazon, the corresponding free download may not be available of that book.

This made the choice of stories we could provide to the participants limited. The three sto-

ries participants chose from are Alice in Wonderland, The Adventures of Sherlock Holmes,

Pride and Prejudice. Even though these three are among the top 15 books downloaded

from the Project Gutenberg library (which contains over 60,000 free eBooks) and they also

have at least one movie based on the story, these are relatively much older books published

at least 120 years ago written in a very distinctive style. The choice of the book could
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also have effected our study. It is also not necessary that the chosen story was the one the

participants are most familiar with and it need not be the most recent vocabulary of the

participants which could have also impacted the results.

6.3 Future Work

For future work, it would be interesting to see what could be done with more advanced

natural language tools during a security analysis. We rank our passphrase based on the

sequence probability as shown in Table 4.2 for the book Alice in Wonderland. This is to

help blacklist and thereby eliminate those passphrases which are guessable according to

n-grams. However, the ideal threshold to blacklist the generated passphrase to reach a

sufficient theoretical security is yet to be determined and is proposed as a future work.

How to collect rich user familiar vocabularies needs further investigation. We chose

three familiar stories to generate familiar vocabularies only for the sole purpose of con-

ducting our user study as a proof-of-concept. For our study we selected three stories as

this was the best way we could have known users familiar vocabulary in advance.

What remains to be compared is memorability of equal length passphrases from familiar

vocabulary versus random words; for example, we could remove prepositions and stop

words from familiar vocabulary sentences. Although this comparison would fall beyond

the hypothesis of this work as the resulting passphrases will not look like natural English

sentences, and thus could be undertaken as a future work.
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APPENDIX

Survey Questionnaire

Following are the survey questions asked to participants during the first day of the recall

phase of the study.

1. Which of the stories are you most familiar with?

( ) Alice in Wonderland

( ) Pride and Prejudice

( ) Adventures of Sherlock Homes

2. Have you read this chosen book or watched a related movie based on the book (this

question will not appear for the controlled group)?

( )Yes

( )No

3. Learning my passphrase was annoying.

( ) Strongly agree
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( ) Agree

( ) Neutral

( ) Disagree

( ) Strongly disagree

4. Learning my passphrase was difficult.

( ) Strongly agree

( ) Agree

( ) Neutral

( ) Disagree

( ) Strongly disagree

5. Learning my passphrase was fun.

( ) Strongly agree

( ) Agree

( ) Neutral

( ) Disagree

( ) Strongly disagree

6. Describe anything you did to help yourself remember your passphrase.

7. How did you just enter your passphrase for this study (please be honest; you get

paid regardless, and this will help our research)?

( ) I typed it in from memory

( ) It was stored in my browser
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( ) I cut and pasted it from a text file

( ) I looked it up in the place I had recorded it earlier and then I typed it in

( ) I use a password manager that filled it in for me

( ) I prefer not to answer

( ) It was automatically filled in

( ) I forgot my passphrase

( ) Other

8. Did you imagine a scene related to the words or letters in your passphrase, to help

you remember it?

( ) Yes

( ) No

9. Was this scene related to the book / movie chosen in question three.

( ) Yes

( ) No

10. The passphrase was easy to learn.

( ) Strongly agree

( ) Agree

( ) Neutral

( ) Disagree ( ) Strongly disagree

11. It was difficult to remember some or all of the words or order of the words in the

assigned passphrase.
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( ) Strongly agree

( ) Agree

( ) Neutral

( ) Disagree

( ) Strongly disagree

12. If you have any additional feedback about your passphrase or this survey, please

enter your comments here.
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