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ABSTRACT 

In recent years, the declining birthrate and ageing population have gradually brought 

countries into an ageing society. In regards to the accidents that occur amongst the elderly, 

falls are an important problem that quickly causes indirect physical loss. In this thesis, we 

propose a pose estimation-based fall detection algorithm to detect fall risks. Since fall data 

is rare in real-world situations, we train and evaluate our approach in a highly imbalanced 

data setting. We assess not only different imbalanced data handling methods, but also 

different machine learning algorithms. After oversampling on our training data, the K-

Nearest Neighbors (KNN) algorithm achieves the best performance. This experiment 

provides evidence that our approach is more interpretable, with key features from skeleton 

information, and workable in multi-people scenarios. 

 

Keywords: Fall Detection; Pose Estimation; Machine Learning; Data Sampling; 
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Chapter 1. Introduction  

1.1 Motivation 

 

With the advent of an ageing society, population ageing has become a common issue for 

many countries in the world. However, the biggest impact of population ageing on society 

is the rapid increase of  demand for medical support and long-term care. Sometimes an 

accident may cause a huge financial burden on a family. According to the World Health 

Organization (WHO), falls are the second leading cause of accidental death globally, and 

37.3 million falls require medical care each year. Among them, adults over 65 have the 

most life-threatening falls [34]. However, death is not the main result of immediately 

falling, as it can occur due to various complications caused by falls. Since the elderly often 

have a high prevalence of coexisting diseases, such as osteoporosis and organ function 

degradation, even a slight fall may cause great danger. Individuals that live alone, and are 

65 and older, make up 24.6% of the Canadian population [43]. If an accident occurs, it is 

difficult for the elderly to be found. As a result, older adults are more prone to missing their 

golden treatment time. The shortage of caregivers promotes the health care system to 

automate. Developing an automatic fall risk detection system can effectively prevent 

tragedy and reduce the cost. Therefore, fall detection in the elderly is an emerging research 

field in recent years. 

1.2 What is Fall Risk 

 

Fall Risks are common threats that can affect all individuals, including the elderly or young 

children. Regardless of the victimized person, it can induce significantly harmful and 

dangerous results. Unfortunately, there are countless ways to assess factors that cause 

people to fall, but some may include one's bad eyesight, poor balance, use of medications 
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that cause one to be drowsy, and more.  Fall risk is important to understand in order to take 

proper actions for prevention, as injuries associated with this accident can fracture one's 

physical health.  

 The significance of fall risk goes beyond identifying who is more at risk. Even though 

older adults are more susceptible to this injury, the importance is to assess the prevention 

methods and other valid reasons that cause fall risks. There are many ways to analyze and 

conduct assessments, such as the study of human behaviour and the utilization of strong 

technological advancements to monitor movement and balance. This can depict one's 

actions, triggering specific causes and reasons that may lead to falls. Many studies show 

different assessment methods and evidence-based approaches to truly deliver accurate data 

regarding the causes of fall risks and proper ways of prevention.  

 Regarding the topic of fall risks, many recognized environmental hazards can be 

another cause for this mishap. We somehow do not have control over these factors. 

However, factors can be minimized through the practice of cautious behaviour. The 

flooring situation, such as rugs, carpets, mopped floors, and overly-packed areas, can lead 

to the dangerous falls among individuals. This shows that falls can occur, regardless of an 

individual’s personal issues, due to environmental factors.  

 Although the elderly are more at risk when it comes to falls, younger individuals, 

such as children, are also prime victims. Falls can happen just about anywhere, but children 

become vulnerable to their surroundings and environment, especially at a very young age. 

Depending on the child's physical surroundings, it can lead them to face serious danger, if 

they are not guarded or being taught how to take proper steps to be cautious. However, 

when looking at physical factors, as children still are developing stronger balance, this can 
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factor in risks when it comes to falls. Also, those who are weak, and are diagnosed with a 

certain illness, are at risk of this injury. 

 Taking proper preventive measures when it comes to fall risk will allow patients to 

be safe from harm and away from hospitals. However, it is impossible to fully prevent falls, 

as many possibilities could factor in some type of risk. This could be an individual’s 

occupied space and area. It is important to identify an unsafe place by looking at how the 

place is structured and framed. Perhaps, staying in an area with handle bars and other tools 

to hold on could be a helpful tactic to prevent falls. It is a significant tool to assess one's 

physical surroundings, as anyone could be susceptible to this injury.  

 Fall risks are an important topic to discuss and assess, as it has many sets of factors 

that can cause it to happen, endangering many people's lives. Methods and other 

applications are utilized in many different settings to predict a patient's risk of falling. As 

stated before, elderly people are put at risk for this injury due to the changes in their body 

frame, physical and mental health, as well as cognitive alterations. The level of risk 

depends on the individual, their physical environment, as well as their lifestyle. Some 

individuals enjoy adventure, but living a safe lifestyle is always a better choice, as it can 

prevent falls and other medical issues.  

 Fear of falling is an issue that individuals are prone to feel after their fall incident. It 

can change one’s perspective on their surroundings and may also be another reason for falls 

to occur again. [27] This is due to the trauma that can affect their mental health. Falls can 

happen anywhere. The injury of falls can result in broken body parts. However, fatality can 

be an outcome of severe falls. It is very important to shed light on the issue of falls, as it 

can be more serious than what others may imagine. It is a risk that many researchers are 
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still assessing in order to identify the proper steps to prevent it from occurring. Although 

older people are more prone to this type of risk, children and other individuals can also be 

prime victims. Falls are serious, and this risk can be prevented once people understand their 

dangers. Fall risk is an important subject to study due to its strong relevance in the lives of 

people to this day. It is a risk that can be prevented, but individuals need to put the effort 

in to protect themselves. 

 

1.3 What is Machine Learning 

 

With the advent of Big Data, the amount of data increases exponentially, resulting in the 

increase of complex issues. However, the utilization of data for the purpose of solving  

more complicated issues, and discovering important insights, is a widely applied trend in 

the world. This is the main reason for the increasing popularity of machine learning. 

Machine learning is one of the fields in Artificial Intelligence, that combines computer 

science and statistical analysis. Machine learning can solve knowledge problems and help 

with decision-making by having a strong self-understanding of the structure, and 

correlation of the data. Regarding machine learning, we can divide it into two categories, 

supervised learning and unsupervised learning. 

 In the general machine learning process, we split the dataset into training data and 

testing data. Training data is for training the machine learning model, and the testing data 

is for evaluating the model performance. The dataset can also be divided into labelled data 

or unlabelled data. If the data is labelled, it indicates that we know the answer of the data. 

In this case, the machine learning model can improve its accuracy by comparing it with the 
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answer. The biggest difference between unsupervised learning and supervised learning is 

whether the training data are labelled or not.  

 In supervised learning, we can further divide the model into a regression model and 

classification model. The predicted result for the regression model are continuous values, 

and for classification, models are categorical values. Since the data are labelled, the model 

can evaluate the performance with the answer and improve iteratively. As for unsupervised 

learning, it tends to discover the hidden patterns and rules in the data. Unsupervised 

learning is mainly used on clustering problems. Since the datasets are unlabelled, the model 

focuses more on the data's features and correlation. 

 

Figure 1.1: Supervised Learning with labelled data 

 

Figure 1.2: Unsupervised Learning with unlabelled data 
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 Machine learning can be utilized in different fields. In business fields, the 

recommendation system can be completed by tons of user records. With the history of 

information, the bank is able to identify the possible individual who may cancel the account. 

In the healthcare field, physical assessment, medication recommendations can be made by 

machine learning. The wearable sensor collects the physical information from the patient, 

and the information can be used to assess their physical status. Medication 

recommendations can assist doctors in making diagnoses with an individual’s symptom 

and medicine information. From assessment to diagnosis, to treatment, machine learning 

can be utilized everywhere. In industry fields, the status of different machines can be 

recorded and analyzed. Machine learning can be used to detect any defect that occurs or 

optimizes the process.  

 The innovation of machine learning-based applications is continuously developing. 

Machine learning is changing the world from multiple perspectives. As stated before, 

machine learning can handle jobs that require specific domain knowledge, which can save 

on labour and provide more automation. Machine learning can solve more complex 

problems and customize them to different situations, whether it be in the automation 

process, compared to traditional computational algorithms. 

 

1.4 Current Issues in Fall Detection Research 

In the previous research, fall detection research can be divided into wearable-based 

methods, ambient-fusion-based methods, and vision-based methods. In wearable-based 

methods, they make use of accelerometers and gyroscopes to obtain relevant data and make 

predictions. Although this method can perform in real-time and has no privacy issues, the 

elderly's views on wearable devices will be uncomfortable, and inconvenient to wear for 
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an extended period of time. As for ambient-function-based methods, the type of method 

combines multiple sensors to obtain environmental data and perform detection. This 

method's advantages result in fewer privacy issues and is less intrusive, but its performance 

is easily affected by external factors. In this case, the false alarm rate is high. As for vision-

based methods, the advancement of image processing capabilities and Convolution Neural 

Networks (CNN) bring computer vision to a new level. However, although CNN can get 

high accuracy in many computers vision tasks, CNN is like a Black Box. The decision-

making is hardly interpretable. The advantage of this method is more convenient and non-

intrusive, but the disadvantages are privacy issues and interpretability. 

 From the dataset perspective, obtaining fall data often has privacy and moral 

restrictions, so  most available fall datasets are recorded in experimental environments. For 

example, Shehroz et al. [10]  questioned whether simulated fall data could represent real-

life fall events. Since falls are rare events in real life, a data imbalance problem is present. 

 

1.5 Thesis Contributions 

In this thesis, we propose a pose estimation-based, fall detection algorithm. We use the 

pose estimation algorithm, OpenPose, to extract skeleton information and transfer them 

into interpretable features. Then, we train our model by machine learning methods. We 

collect four public fall datasets, along with one gait dataset. We divide them into three 

different classes, Normal, Fall, and Lying. The class distribution is highly imbalanced. The 

purpose of this study is not only to propose a more interpretable vision-based method, but 

also to evaluate the fall events in an imbalanced data perspective. Since surveillance 

cameras are everywhere, our approach is more suitable for the current society. 
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Our contribution can be summarized as follows: 

• We evaluate our approach from an imbalanced data perspective that meets the real-

world situation. 

• We use skeleton information as features that can have fewer privacy issues. 

• Our approach can work in multi-people scenarios. 

• By transferring the skeleton information into the interpretable feature, our approach 

is more interpretable. 

 

1.6 Thesis Organization 

 

This thesis is organized into seven chapters. Chapter 2 details the background of fall events, 

and more statistics information regarding this problem. Chapter 3 describes the literature 

review in the correlated area and more detailed information. We compare the pros and cons 

of the different-based approach. Chapter 4 discusses the dataset collections. We introduce 

four public fall dataset and one gait dataset. Chapter 5 shows our fall detection architecture. 

We present the whole structure of our approach, feature preprocessing, and how to handle 

imbalanced datasets. Chapter 6 shows the experiment and the process in different scenarios. 

The experiment results will be shown in this section. Chapter 7 discusses machine learning 

performance, the pose estimation-based approach's pros and cons, the comparison with the 

previous vision-based work, and further improvement recommendations. Lastly, chapter 8 

is a summary of the entire article. 
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Chapter 2. Background  

2.1 Definition of Fall 

In this thesis, our definition of a fall event follows the Prevention of Fall Network Europe 

(ProFANE) [2], described as follows. A fall is an accident that caused the participant to 

stop on the ground floor or lower [2]. Falling events caused by external force events, such 

as car accidents, loss of consciousness, and epilepsy, are not in our discussion scope. 

 

2.2 Statistics Data for Fall 

In recent years, preventing falls is a significant health indicator for the medical systems of 

various countries. Falls can occur at any age, but the elderly are the most common victims 

of this accident, leading to more serious consequences. According to Canada's Public 

Health Agency statistics, about 20%-30% of older people in Canada fall every year [1], 

while institutionalized older people are more than 40% likely to do the same. [4] In 2003, 

47.2% of every thousand elderly people were injured due to falls. This proportion has 

increased each year, rising the rate to 57.5% in 2009/2010 [1]. According to gender data, 

females have a higher chance of falling and a larger hospitalization rate than males. The 

possible reason is that women have a higher chance of getting osteoporosis. More 

importantly, these datasets are positively correlated with age growth. 

 

2.3 Common Fall Situations and Fall Types 

In a majority of fall events, walking accounted for 60%, while going up and down stairs 

accounted for 13% [1]. Most of the locations are either at homes or nursing institutions, 

but the proportion at home is 50% [1]. The direction of the fall is mostly side falls. The 
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severity of a fall to the previous test side will be more severe than a fall in the back. If an 

individual’s walking speed is fast, the direction of the fall will mainly be a forward fall. 

However,  if the person’s walking speed is slow, the direction of the fall will mainly be a 

fall to the side or back. For patients with pelvic fractures, most of the falls are to the side 

[5][6][7]. 

 

2.4 Related Fall Injuries 

Among fall-related injuries, sprains or strains accounted for 30%, bruises and contusions 

accounted for 19%, and fractures accounted for 35% [1]. Although most injured areas are 

on the shoulders and hands, a few parts can cause serious effects. Among them, head and 

hip injuries are the most serious. In all injured parts, head injuries accounted for 7%, but 

most head injuries in children and the elderly are related to falls. In regard to fatality rates 

caused by falls, head injuries accounted for 46% [1][3]. Hip injuries account for 7%, but 

90-95% of hip fractures are caused by falls [1][3]. Among the elderly with hip fractures, 

76% of the patients will have limited mobility and reduced daily living ability in the future. 

Also,  22% of patients will be moved to nursing homes [3]. 

 On the psychological level, the fear of falling will also affect the daily routine of the 

elderly. Obstacles to basic living abilities can also affect the mental state of the elderly, 

causing a decline in self-confidence and even depression. Such a vicious circle can also 

increase the risk of falling again in the future. 
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2.5 Possible Factors for Fall 

The cause of falls are usually multifactorial. The risk factors for falls can be divided into 

inherent factors and external factors. The inherent factors are related to personal 

characteristics, such as age and gender, and some chronic diseases or physical problems. 

The external factors are related to the environment, such as the floor's material or the 

brightness level of a specified area or place. 

 Abnormal gait and balance disorders are considered one of the most serious risk 

factors among the inherent factors [2][4]. Due to ageing and chronic diseases, the strength 

of the lower limbs of the elderly decreases, and the gait tends to appear slow or stiff. Some 

medications that cause dizziness and drowsiness can also affect the elderly's gait and 

balance. In initial fall risk assessment, the history of fall and frequency of fall is needed to 

decide whether the patient requires a comprehensive assessment or not. However, as long 

as the elderly have gait or balance problems, a comprehensive assessment is required. 

 

2.6 Machine Learning on Health Care 

Recently, machine learning has been identified as an important technical application in the 

field of healthcare. Since the global medical cost is increasing, machine learning was 

thought to save future costs [41]. With the advance of wearable devices and medical 

equipment, tons of data is available for use. Some utilization cases of machine learning in 

health care are assisted or automated diagnoses. It can also be used to identify patients who 

are prone to recurring illnesses [41]. Machine learning is used in the assessment of the risk 
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of falling [42]. Multiple inherent and external factors can cause falls to occur. Machine 

learning can be a great pattern recognization and help the physician find the hidden patterns. 

 

2.7 Conclusions 

Falls have a severe impact on the health and quality of life, of the elderly. The most 

common location is one’s home, regardless of whether we think it is the safest. In the 

proportion of falling directions, most elderly people fall from the side, and the head and 

hips are likely to cause fatal injuries. Even if the fall's reasons are multifactorial, gait and 

balance are more important than other factors. With the advent of an ageing society, it is 

necessary to effectively prevent falls and seek medical attention, as soon as they occur. 

Since the machine learning application in health care is increasing, the automatic fall 

detection system can improve the sensitivity and responsiveness of fall events [40]. In 

addition, some technologies have been developed to mitigate the consequences of fall 

events. We describe them in the next section. 
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Chapter 3. Related Work  

Previous fall detection research can be divided into two categories: vision-based methods 

and sensor-based methods. Vision-based methods can also be divided into using Red, 

Green, and Blue (RGB) images or depth images. Sensor-based methods can be divided into 

wearable sensor-based methods and ambient fusion-based methods. In terms of the 

proportion of research, wearable sensor-based methods have the most significant 

proportion, followed by vision-based methods. The last is the ambient fusion-based method. 

We introduce the sensor-based method in the following subsections. Additionally, we will 

also discuss a more detailed review of the vision-based method.  

 

 
Figure 3.1: Taxonomy of Fall Detection Methods 

 

3.1 Wearable Sensor-based 

With the prevalence of wearable devices, an increasing amount of people have started to 

invest in wearable device research. Wearable devices' fall detection system uses the sensor 

to detect one’s body motion and status. The most commonly used sensor is accelerometer 

and gyroscope [31]. 
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 In the accelerometer method, Perry et al. [8] compared the method without the 

accelerometer and the method with the accelerometer. The experimental results show that 

the false alarm rate of the method without an accelerometer is relatively high. However, 

the position of the accelerometer is also significant. For example, Kangas et al. [9], placed 

the accelerometer in various body positions. The results showed that the false alarm rate 

was the lowest when placed on the waist, while the false alarm rate was higher on the head 

and wrist. However, because their detection methods are mainly identified by setting the 

threshold, this method usually has a higher false alarm rate. In the gyroscope method, the 

gyroscope can get the angular velocity information to get the body orientation. This type 

of method is usually combined with the accelerometer for classification. In the study of 

Wu et al. [11], combining two kinds of sensors could further improve accuracy. A section 

of the research primarily focuses on mobile phones because these gadgets are a necessity 

in daily, human life. In fact, there are more sensors that can be placed on mobile phones 

[38][39][40]. However, the main disadvantages include battery consumption and 

insufficient memory. In some cases, only high-end mobile phones are equipped with these 

sensors.  

 The advantage of the wearable device method is that the overall development is 

relatively mature. Their high accuracy can be used indoors and outdoors, and the setup is 

not complicated. The disadvantage of the wearable device is that power consumption and 

computing power are limited. Due to the fact that this wearable device needs to be worn 

for a long period of time, its weakness is that the elderly often forget to wear it. They may 

also use it in a way that makes them feel uncomfortable. Compared with the other two 

methods, it is the most intrusive. 
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3.2 Ambient Fusion-based 

The ambient fusion-based method usually requires setting up various sensors around the 

environment. These sensors include vibration sensor, acoustic sensor, pressure sensor, 

infrared sensor, doppler sensor, and near electric field. Usually, these sensors are used to 

cooperate with other sensors. 

 Vibration sensors and pressure sensors are usually the most common methods. 

Vibration sensors are generally placed on the floor. For example, Werner et al. [12] 

believed that the vibration generated by a fall event is different from the Activity of Daily 

Living (ADL) event. The pressure sensor can be placed in any position, but the distance 

will affect the pressure's strength. Next, Daher et al. [13] used pressure sensors to form 

smart tiles, but this method can only detect the fall in which the acceleration is relatively 

large. However, this is not the case for the slow fall. In the research of acoustic sensors, it 

is tough to obtain the data. Most of the fall data are obtained by rescue dolls. Then the 

hardness of a doll is different from that of a human. Moreover, everyone's weight is 

different in the real world. The method of using the acoustic sensor can only detect hard 

falls. 

 The ambient, fusion-based approach's advantage is that it is less intrusive to people, 

and has less privacy and security issues. However, fall detection can only be detected in a 

specific environment. In previous research, most of the research solely focused on single-

person fall detection, and there was no way to cope with a multi-person environment. 

Although the ambient fusion-based approach combines more environmental factors, the 

actual situation often contains other unpredictable factors. Moreover, it is more 
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complicated in installation and setup. The high false alarm rate is a challenging 

shortcoming. 

 

3.3 Vision-based 

With the popularity of surveillance systems and computer vision advancement in recent 

years, vision-based methods have become a hot research field. We can detect the human 

body with different computer vision techniques. Traditional computer vision can extract 

the body contour with background subtraction and track the body movement with Optical 

flow [55][56]. Deep learning-based methods, Object detection, can recognize the human 

and surrounded object efficiently [54][55]. Although detecting human objects is not hard 

with available techniques, identifying the activity such as falls becomes a challenging 

problem. Since the human body contains different parts which can move freely, some 

research focuses on the specific body part to design their methods [52][53][57]. Bosch et 

al. [52] use head, waist, and feet to extract the key features. Hazelhoff et al. [53] use the 

speed of the head to identify fall events, which has fewer occlusion problems, due to the 

fact that the head is visible more frequently. Also, the camera can monitor a wide range of 

areas, and it is contactless. In general acceptance, the vision-based method is the most 

favourable. Regarding cameras, different types of camera sensors can extract different 

features from the image. The image data acquisition methods can be divided into the 

following two categories: RGB image and depth image. 
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3.3.1 Depth Image 

The most common research equipment for depth images is the Microsoft Kinect sensor. 

Kinect is a low-cost device that uses an infrared projector, combined with an RGB camera 

to extract depth information. Kinect is used to detect human body movement, and light 

conditions do not affect its performance. In the study of Volkhardt et al. [14], they installed 

Kinect on the robot and used different feature extraction and classification methods to 

determine fall events. Among the classification methods, SVM performed the best. Apichet 

et al. [15], proposed a new bounding box framework called Directional Bounding Box 

(DBB), based on a depth camera and Microsoft Kinect. Using Kinect's keypoint and depth 

information, they rotated the key point to get the appropriate angle to form the DBB. The 

identification method was easy to cause false positives due to different camera angles using 

the height and width ratio, to identify in the past. But now, the combined depth information,   

height-width-depth ratio, and center of gravity are used to identify the fall event. Kinect 

can also extract the skeleton information. Thi-Lan et al. [59] used skeleton information 

extracted from Kinect as features. In fact, they made use of the SVMs as a classifier to 

identify the fall events. Even though the Kinect sensor obtains the most information, there 

are still some drawbacks. Kinect can work in a dark environment, but is very sensitive to 

sunlight. This indicates that it is unsuitable for the outdoor environment. The distance 

detection depth is limited, making it challenging to monitor wide areas [58]. 
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3.3.2 RGB Image 

RGB cameras are fairly cheap and easy to set up. RGB cameras have a wider field of view, 

so most surveillance cameras are RGB cameras. Although the depth information is lacking, 

the most common vision-based approaches are the RGB cameras. Traditional computer 

vision methods are usually used for background subtraction, capture body contour, and use 

tracking techniques in head and shape change. In addition, machine learning methods are 

used as classifiers. The emergence of Convolutional Neural Networks (CNN) has brought 

feature extraction to a new level. One of the CNN applications is object detection. One 

image can include multiple objects, which belong to different classes. The object detection 

algorithm can use the bounding box to capture the object and identify its class, which is 

widely used in facial recognition and defect detection. Some well-known object detection 

algorithms are You Only Look Once (YOLO) and SSD-MobileNet. Both can work in real-

time performance. Kun-Lin et al. [16] use YOLO V3 to design their fall detection system. 

They focused on detecting general fall events and falling events from sitting to standing 

posture, and events where the body is blocked after a fall. Fall accidents in the elderly, such 

as sitting down, getting up, and leaving the chair, account for the majority. Since YOLO 

V3 can detect other objects, they consider the relationship between humans and chairs. In 

their fall detection system, the first uses YOLO V3 to detect people and chairs. Then, it 

uses Continuously AdaptiveMeanShift (Camshift), to constantly track the human body and 

build fall detection algorithms. The system can handle a situation where the chair blocks 

an individual’s body. Kiran et al.[60] use YOLO as a detection method, as it is based on 

the height and width ratio of the bounding box to identify fall events. However, humans 
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are a special category in computer vision. Although object detection can capture the human 

body, the information is not enough to understand human motion. The performance of this 

approach heavily relies on the camera angles. To overcome this problem, pose estimation 

can be the solution.  

 

3.3.3 OpenPose 

Pose estimation is a computer vision technique used for identifying human postures. Pose 

estimation can detect a human's body skeleton, which can be used to identify human 

activity. OpenPose [62] is a well-known pose estimation method used a lot in human action 

recognition. It can efficiently detect multiple people, and the processing time stays stable 

when the number of people in the image increases. The whole OpenPose network 

architecture is shown in Figure 3.1. The whole OpenPose model structure includes two 

stages. First, they extract the features from the image through convolutional networks (10 

layers of VGG-19). VGG-19 is one of the convolutional network architectures. Then, they 

use the image features as input and send it to the first stage. In the first stages, the 

convolutional networks predict the part affinity fields. Part affinity is a 2D vector, which 

associates the different body parts. Part affinity fields can make the model understand the 

orientation of the limb, and it can help estimate the body part in the second stage. In the 

second stage, the convolutional networks predict the confidence map with part affinity 

fields. Confidence maps detect each individual's body part location. With the part affinity 

fields and confidence maps, OpenPose can efficiently form a body skeleton. 
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Figure 3.2: OpenPose Network Architecture [74] 

 Compared to the bounding box, the skeleton is more suitable for detecting fall events. 

Therefore, some researchers start to use OpenPose as input to boost their research. Chen et 

al. [17] used OpenPose to extract the human skeleton information based on the unstable 

center of gravity and symmetry collapse, when a fall event happens. They proposed three 

key features to identify a fall. These three parameters are the descent speed of the hip joint 

center, the centerline's angle of the human body to the ground, and the human body's 

height-width ratio. In their research, we found that the rate of speed descent of the hip joint 

center significantly influences the prediction of fall events. In addition to general fall events, 

they also considered whether people could stand up independently after falling. Guangmin 

et al. [18] used OpenPose plus Single Shot MultiBox Detector (SSD)-MobileNet for their 

fall detection. The function of SSD-MobileNet is to avoid Openpose's false detection of 

non-human objects. As for how to identify a fall event, they used Support Vector Data 

Description (SVDD) classification. The experiments show that their method can effectively 

reduce the false positive rate in a complex environment [18]. Zhanyuan et al. [19] used 

OpenPose to perform preprocessing first to obtain pictures with keypoints, as well as the 

keypoint's coordinates. Then, they put the two into different model identification. In images 

with keypoints, they used the Visual Geometry Group 16 (VGG-16) for transfer learning 

and then binary classification to identify fall events. In the keypoint coordinate, Support 
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Vector Machine (SVM) and Gaussian Kernel are used for identification. Finally, 

combining the two results effectively improved sensitivity. Most of the fall data is mainly 

videographed, so it can also be regarded as a time sequence data. Sungil et al. [20] used 

OpenPose extract skeleton data and then used Long Short-Term Memory (LSTM) to 

determine fall events. Their approach extracts the coordinates of the shoulders, buttocks, 

knees,  ankles, and the acceleration of these parts as features. In their fall detection, they 

also divided fall events into "ADL," "Falling," and "Lying." In their experiments, the 

acceleration of a specific part, and the two states of "Falling" and "Lying," have the highest 

impact on accuracy. 

 In the vision-based method, the advantage of using depth images is that more 

information can be obtained, but people have to stand within a certain distance. For 

example, Kinect can only detect people within 3 meters. However, the RGB camera 

detection range is vast, and most current surveillance systems use RGB cameras. The 

advantage of the vision-based method is that it is more convenient and less intrusive. 

However, the disadvantage of this method is that it requires more computing resources and 

it acquires privacy issues. Moreover, light, occlusion problems, and different background 

conditions have always challenged computer vision. 

 Regarding three different based approaches, each of them has its own pros and cons. 

Wearable sensors can detect detailed human status, but are most intrusive. Ambient sensors 

are easily affected by the environment. Vision-based can capture multiple people, but is 

easily influenced by occlusions. Despite the data acquisitions being different, fall event 

classifiers are based on a threshold or machine learning. Since people have different body 

shapes, setting the threshold is challenging, and the same threshold may not work on 



 

22 

 

different people. [10][36][37]. Therefore, some researchers are focused on machine 

learning methods, which have better accuracy [31]. At present, most of the fall detection 

products on the market are mainly sensor-based devices [37]. Depending on the application 

and use case, we assume vision-based approaches have more potential. Depending on the 

application and future, we undertake vision-based approaches that have more potential. 

Vision-based approaches have a wide range of views that can monitor multiple people. In 

general situations, we identify the fall events through vision. This is an intuitive and more 

natural element for a detection system.  

 Therefore, we consider the above drawbacks and design our own approach. First, we 

use a vision-based approach, which is less intrusive and has more potential in future works. 

Second, we use skeleton information as features instead of bounding boxes, which 

understands a more detailed human posture. Third, we use OpenPose instead of Kinect, 

because we want to apply it in a wider view. Finally, the occlusion problem has less 

influence on us since even partial body parts are missing. We can still make the prediction 

through the remaining skeleton. 
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Chapter 4. Dataset Preparation  

Most previous research uses only one dataset to train the model in the dataset collection, 

performing excellent evaluation results. However, when the input data becomes other fall 

datasets, the accuracy drops. This indicates that the fall detection model in previous 

research cannot be applied in general situations. Thus, in our approach, we collected the 

most commonly used University of Rzeszow (UR) Fall dataset [21], SisFall Dataset [23], 

Universidad de Malaga (UMA) Fall dataset [22] and Multiple-Camera Fall datasets [24] 

and divided them into ADL events and fall events. Moreover, since fall is a rare event in 

real-world situations, we further add one gait dataset, "Aplicaciones de la Visión 

Artificial" (A.V.A) Multi-View Dataset [25], to make the dataset highly imbalanced. We 

choose this gait dataset because gait has a high correlation with fall events, and we 

assume the most common human activity is walking. The major reasons we chose the 

above datasets are their quality human activity, complete human object outline and most 

scenes that include only one person.  

4.1 UR Fall Detection Dataset 

UR Fall Detection Dataset [21] contains 70 videos, including 30 of them being Fall events, 

and 40 are ADL events. The video resolution is 640 x 480, and the Frame per Second (FPS) 

is 30. For Fall events, the videos are recorded with 2 Microsoft Kinect cameras, and one is 

parallel to the floor, while the other is mounted on the ceiling. Fall situations include falls 

while walking and falling from a chair, and the direction is mostly side falls and forward 

falls. As for ADL events, the videos are recorded with one camera parallel to the floor. 

ADL situations include sitting, bending, squatting, grabbing something from the floor, and 

lying on the bed. In our application, we only use videos that are parallel to the floor. 
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Figure 4.1: Results of UR Fall Detection Dataset [21] 

 

4.2 UMAFall 

UMA Fall dataset [22] contains 11 videos, including 3 Fall and 8 ADL events. The video 

resolution is 854 x 480, and FPS is 30. Fall situations include side fall, forward fall, and 

backward fall. ADL situations include bending, hopping, jogging, sitting, and walking. 

Unfortunately, some video angles cannot fully capture the whole body of the tester, so we 

did not include those videos in our dataset. 

 

Figure 4.2: Results of UMA Fall Dataset [22] 

 

4.3 SisFall 

SisFall dataset [23] contains 34 videos, including 15 Fall events and 19 ADL events. The 

video resolution is 1920 x 1080, and FPS is 30. It includes a more detailed scenario for fall 



 

25 

 

events, including slip, trip, fainting, etc. The fall direction includes side fall, forward fall, 

and backward fall. As for ADL events, it includes walking, jogging, walking up and down 

the stairs, etc. The way they recorded the video is different from other datasets. They moved 

the camera parallelly and followed the tester instead of setting the camera in a fixed place. 

 

Figure 4.3: Results of SisFall Dataset [23] 

 

4.4 Multiple Camera Fall Dataset 

Multiple-Camera fall datasets [24] used 8 cameras to capture different angles. The author 

did not divide the video into two categories. Instead, the videos start with the tester 

performing some ADL events, and then the tester falls during the sessions. The ADL events 

contain walking, housekeeping, and activities that are similar to fall. The fall events have 

side falls, forward falls, and backward falls. The factors include inappropriately getting up, 

sitting down, or losing balance. The whole dataset contained 24 different scenarios and was 

recorded by 8 cameras. Therefore, in total, the number of videos is 192. 
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Figure 4.4: Results of Multiple Cameras Fall Dataset [24] 

 

4.5 AVAMVG Dataset 

The AVA Multi-View Dataset [25] for Gait Recognition (AVAMVG) used 6 cameras to 

capture different angles. The video resolution is 640x480, and FPS is 30. This dataset only 

collects the walking event, which is the most common event in our daily life. For the tester, 

there are 4 females and 16 males participating in 10 different walking activities. Some 

activities are walking in a straight path, and some are walking in a curved path. Due to the 

windows' ambient illumination, the video's brightness is different based on the camera's 

location. The total number of the video is 1200. 

 

Figure 4.5: Results of AVAMVG Dataset [25] 
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 UR-Fall UMA-Fall SisFall Multiple 

Camera Fall 

AVAMVG 

Data type RGB Video 

(640x640, 

30fps) 

RGB Video 

(854x480, 

30fps) 

RGB Video 

(1920x1080, 

30fps) 

RGB Video 

(720x480, 

30fps) 

RGB Video 

(640x480, 

30fps) 

Number of 

Fall and 

ADL 

Fall:30 

ADL:40 

Fall:3 

ADL:8 

Fall:15 

ADL:19 

Video:192 ADL:1200 

Camera 

View Point 

1 1 1 8 6 

Scenario Side Fall, 

Forward 

Fall 

Side Fall, 

Forward 

Fall, 

Backward 

Fall 

Side Fall, 

Forward 

Fall, 

Backward 

Fall 

Side Fall, 

Forward 

Fall, 

Backward 

Fall 

Walking 

Table 4.1: All Datasets Description 

 

 We have 1507 videos in total. 240 are Fall videos, and 1267 are ADL videos. The 

number of videos is imbalanced, which meets the real-world situation. However, since the 

length of each video is not the same, we use the number of frames to represent the ratio of 

the data in the following sections.  
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Chapter 5. Fall Detection System Architecture  

5.1 Architecture 

In our approach, our image data comes from surveillance cameras. First, we use OpenPose 

to extract the skeleton information from the images. Then, we further perform the feature 

extraction and feature scaling on the skeleton information, to help the model learn more 

effectively. Regarding the classification model, since the fall events need to be dealt with 

urgently, we use the machine learning approach to classify instead of the deep learning 

approach. In the decision part, when the classification model thinks that a fall event has 

occurred, an alarm will sound. Otherwise, if everything is considered normal, it will 

continue to identify the next frame.  

 

Figure 5.1: Fall Detection System Architecture 

 

 

5.2 Preprocessing and Feature Extraction 

In most machine learning tasks, data preprocessing and feature extraction are the most 

important stages. The importance of features are more significant than model selection. 

Therefore, in the preprocessing part, we use pose estimation to extract skeleton information. 
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In some vision-based research, they use Microsoft Kinect to extract the skeleton feature, 

but the detecting distance is one of the drawbacks for Kinect. Therefore, we use a deep 

learning-based method called OpenPose as our pose estimation method. OpenPose is 

robust in multiple people scenarios. Since the skeleton size may be different in a variety of 

distinct distances, we further extract the key features from skeleton information to 

minimize the effect of distance.  

 

5.2.1 Pose Estimation – OpenPose 

To extract the skeleton information from RGB images, we use OpenPose as our pose 

estimation method, an open-source library developed by Cao et al. [26][62], from Carnegie 

Mellon University (CMU). OpenPose is a 2D pose estimation method that can effectively 

detect 25 body parts and form a body skeleton. OpenPose is the bottom-up method that 

detects the body part first and then forms the skeleton in terms of time performance. It 

performs well in environments with many or few people, or even different light conditions. 

Therefore, the runtime performance does not interfere with the increase of people. The 

most important thing is that compared with Microsoft Kinect, OpenPose's detection 

distance is not limited, which meets our fall detection system requirement very well. 
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Figure 5.2: OpenPose in Multiple People Scenario [33] 

 

 

Figure 5.3: OpenPose Keypoint Diagram and Keypoint Table [26] 

 

 In our approach, we only use 0-14 body keypoints to represent the human body. 

Furthermore, we exclude 15-24 body keypoints because even if these points are excluded, 



 

31 

 

we can still see whether the body tends to fall. In this case,  we consider these keypoints to 

be unrelated to a fall event. 

 

5.2.2 Feature Extraction 

Physical characteristics are significant in the past fall events, such as body deflection and 

acceleration during the fall. Therefore, besides extracting the skeleton feature, we further 

extract the 14 physical features from the skeleton information. By doing a further feature 

extraction, the model can learn the difference more effectively during the training, and the 

whole prediction becomes more interpretable. Next, we construct the features, including 

ratio feature, distance feature, acceleration feature, and deflection feature. Ratio features 

can represent the body outline. Distance and acceleration features can represent the 

movement of some important body parts frame by frame. Deflection features can explain 

more detailed body part status. 

 

Ratio Feature: 

When the Fall events occur, the most apparent feature is the change in the posture of the 

human body. In most ADL events, the human body skeleton's height is larger than the 

width. However, when the fall events occur, the skeleton's height tends to decrease, and 

the skeleton's width increases. Thus, we use the Height and Width ratio (HW ratio) as the 

feature to represent the body outline. Nonetheless, when the direction of the fall faces the 

camera, the width may not increase. Therefore, we refer to the 'Spine ratio' from Han et al. 

[30] to supplement the 'HW ratio'. For example, the length from keypoint 1 to keypoint 8 

is Spine-length, and the length from keypoint 9 to keypoint 12 is Waist-length. Therefore, 

we use Spine length divided by Waist-length as the Spine ratio. In this way, because the 
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Spine-length decreases and the Waist-length stays stable when the fall direction faces the 

camera, the 'Spine ratio' decreases. Thus, the 'Spine ratio' can be used as a feature to identify 

the fall. 

The detailed calculation process is as follows. 

𝐻𝑊 𝑅𝑎𝑡𝑖𝑜 =  
𝐻𝑒𝑖𝑔ℎ𝑡

𝑊𝑖𝑑𝑡ℎ
  ……………… (5.1) 

𝑆𝑝𝑖𝑛𝑒 𝑅𝑎𝑡𝑖𝑜 =  
|𝑆𝑝𝑖𝑛𝑒 𝐿𝑒𝑛𝑔𝑡ℎ|

|𝑊𝑎𝑖𝑠𝑡 𝐿𝑒𝑛𝑔𝑡ℎ|
 ……… (5.2) 

Figure 5.4: Simple illustration of HW Ratio [23] 

 

Figure 5.5: Falling direction faces the camera [21] 

 In Figure 5.3, the 'HW ratio' changes rapidly when the Fall event occurs. In Figure 

5.4, although the test person falls facing the camera, and the 'HW ratio' does not drop 

significantly, the 'Spine ratio' drops. From right to left, the 'Spine ratio' is 2.24, 2.09, 1.35, 

and 1.01, respectively. 
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Distance Feature: 

There is usually a significant difference in height between the head, hips, and feet in 

everyday movement. However, when fall events occur, the vertical distance between the 

hips, head, and the ground, decreases significantly. In some cases, the head and hips even 

parallel to the feet. Therefore, we use the midpoint of keypoint 11, 14 to represent feet 

location. Then we calculate the vertical distance from the keypoint 0 (Neck) to the feet and 

the vertical distance from the keypoint 8 (Mid Hip) to the feet as features to further identify 

the body's current status.  

The detailed calculation process is as follows. 

Neck to Feet Distance = (𝑦 𝑜𝑓 𝐹𝑒𝑒𝑡) − (𝑦 𝑜𝑓 𝑁𝑒𝑐𝑘) ….. (5.3) 

Hip to Feet Distance = (𝑦 𝑜𝑓 𝐹𝑒𝑒𝑡) − (𝑦 𝑜𝑓 𝐻𝑖𝑝) ……... (5.4) 

Acceleration Feature: 

In wearable sensor-based fall detection, the accelerometer is an effective indicator. The 

occurrence of fall events often causes a dramatic acceleration change in a short time. 

Therefore, we extract the acceleration feature from the skeleton information. In the research 

of Kangas et al. [28], they put the accelerometer in multiple body parts and tested the 

performance for fall detection. In their experiment, the position of the head and waist has 

the highest sensitivity and specificity. Thus, in our approach, we calculate the acceleration 

of keypoint 0, 1, 8 (Nose, Neck, Center of Waist). We only calculate the change of negative, 

vertical acceleration. 

The detailed calculation process is as follows. 

Head Acceleration =   
(𝑦 𝑜𝑓 𝐻𝑒𝑎𝑑)−(𝑦 𝑜𝑓 𝑝𝑟𝑒𝐻𝑒𝑎𝑑)

5
 …….. (5.5) 
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Neck Acceleration =  
(𝑦 𝑜𝑓 𝑁𝑒𝑐𝑘)−(𝑦 𝑜𝑓 𝑝𝑟𝑒𝑁𝑒𝑐𝑘)

5
 ……… (5.6) 

Hip Acceleration =
(𝑦 𝑜𝑓 𝐻𝑖𝑝)−(𝑦 𝑜𝑓 𝑝𝑟𝑒𝐻𝑖𝑝)

5
 …………… (5.7) 

 

 

Deflection Feature: 

When a fall event occurs, the angle between the body and the ground usually changes 

greatly, in addition to the change in the body's contour. Therefore, we used the deflection 

angle proposed by Han et al. [30] to capture the deflection feature. To calculate the 

deflection angle of each body part, we use the gravity vector and 6 body vectors. The 

gravity vector is any vector parallel to the y axis. Body vector is a vector formed by two 

keypoints, spine vector is keypoint 1 to 8, waist vector is keypoint 9 to 12, Right Left (RL) 

calf vector is keypoint 10 to 11 and keypoint 13 to 14, and  RL thigh vector is keypoint 9 

to 10 and keypoint 12 to 13. Using the cosine function, we can find the angle between the 

body part and the ground, as shown in Figure 5.5.  
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Figure 5.6: Spine Deflection Angle [22] [30] 

 

The detailed calculation process is as follows. 

Deflection Angle = cos−1(
𝐵𝑜𝑑𝑦 𝑉𝑒𝑐𝑡𝑜𝑟⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ ∙ 𝐺𝑟𝑎𝑣𝑖𝑡𝑦 𝑉𝑒𝑐𝑡𝑜𝑟⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   

|𝐵𝑜𝑑𝑦 𝑉𝑒𝑐𝑡𝑜𝑟⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗| × |𝐺𝑟𝑎𝑣𝑖𝑡𝑦 𝑉𝑒𝑐𝑡𝑜𝑟⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  |
) ……….. (5.8) 

In addition to the above vector, we also measure the whole body tilt angle. We 

calculate the angles of the neck point with mid-hip, mid knees, and mid ankles, respectively. 

Finally, we choose the smallest angle as the body tilt angle. As shown in Figure 5.7, since 

the mid ankles can form the smallest angle, we use this angle to represent the body's tilt 

angle. 

The detailed calculation process is as follows. 

Body Tilt Angle = tan−1 (
𝑦 𝑜𝑓 𝑁𝑒𝑐𝑘−𝑦 𝑜𝑓 𝐵𝑜𝑑𝑦𝑃𝑎𝑟𝑡 

𝑥 𝑜𝑓 𝑁𝑒𝑐𝑘−𝑥 𝑜𝑓 𝐵𝑜𝑑𝑦𝑃𝑎𝑟𝑡
) …….…… (5.9) 
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Figure 5.7: Body Tilt Angle [22] [30] 
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5.3 Imbalanced Data Handling 

Data imbalance is a common problem in machine learning tasks. Most machine learning 

algorithms assume that the data is uniformly distributed. However, in a real-world problem, 

the data is often unevenly distributed. When the number of data is extremely different, the 

minority of classes are not represented in the model. This results in the majority of the class 

dominating the learning performance. To solve the imbalanced data problem, we use 

standard methods, including Sampling Methods and Anomaly Detection. 

 

5.3.1 Sampling Methods 

Sampling Methods are mainly used to balance data distribution and can be divided into 

Oversampling and Undersampling. Oversampling can increase the size of rare samples to 

achieve a balance. Oversampling can also be divided into Random Sampling and Synthetic 

Sampling. The data in Random Sampling may repeatedly appear, so that it may cause 

overfitting. Synthetic Sampling can use existing data to generate more samples, thereby 

avoiding overfitting. Undersampling can reduce the number of samples to achieve a 

balance. But the disadvantage is that the data is not complete, so the model can only learn 

a part of the whole. Thus, we usually use undersampling when all the class data are 

insufficient. Although our data is imbalanced, the number of each class is sufficient, 

therefore we did not use undersampling methods. In our approach, we use one kind of 

Random Sampling and three kinds of Synthetic Sampling, SMOTE, SMOTE Tomek, and 

ADASYN. 
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Four different approaches have different methodologies for sampling the data. 

Random sampling can duplicate some original data of minority classes to balance the data 

distribution. In particular, an issue that needs to be noticed is the fact that this approach 

causes overfitting easily. SMOTE starts by searching k nearest neighbors. It calculates the 

distance between k nearest neighbors to generate the new data. The data that are generated 

are relatively close in the feature space. SMOTE Tomek is a modification of SMOTE. It 

can generate the new data from the minority class and remove the data close to the majority 

class. ADASYN has an adaptive nature. It can generate hard-to-learn data, such as the data 

around the border, instead of data located in high-density areas. 

 

 

5.3.2 Anomaly Detection 

Isolation Forest: 

Isolation forest is an unsupervised and non-parametric method that is suitable for 

continuous, numerical data. Isolation forest assumes that the outlier is sparsely distributed 

and far from the high-density data group. The idea of the method is that if the data is normal, 

you need more decision trees to separate the data. Conversely, if the data is abnormal, you 

can separate the data with fewer decision trees. 

 

One Class SVM: 

One Class SVM is an unsupervised method. It only uses one class of data to train the model. 

By utilizing the majority class to train the model, the model can learn a decision boundary 

and use that boundary to determine whether the new data is similar to the training data. If 

the boundary is exceeded, it is regarded as an anomaly. The kernel function we used is 
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Radial Basis Function (RBF), which can effectively project features to high dimensions, 

and make data have a good aggregation. Thus, this method usually performs well when the 

data dimension is high. 

 

Elliptic Envelope: 

Elliptic Envelope is an unsupervised algorithm. This algorithm assumes that the 

distribution of the data conforms to the Gaussian distribution. By estimating the covariance, 

this method encloses the data in an oval area. Any data outside this area will be identified 

as an outlier. It performs well when the data conforms to the Gaussian distribution. 

 

Figure 5.8: Simple Illustration of Anomaly Detection 
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5.4 Classfication Model 

K-Nearest Neighbours: 

K-nearest Neighbours (KNN) is a well-known pattern classification algorithm. It is one of 

the mature, and straightforward supervised machine learning algorithms. It is a method of 

classification based on the local distance feature. KNN is used on both classification and 

regression problems. In regards to classification problems, KNN begins with calculating 

the distance between a predicted datapoint. Then, it surrounds the data points and collects 

the closest data points of “k.”. Second, KNN determines the class based on the most 

common class in the “k” closest data points. In the regression problem, the predicted value 

is the average value of the “k” closest data points. K value is typically small. 

 

Figure 5.9: Simple Illustration of KNN 

 

 In Figure 5, the most common class in the 3 closest data points is Class A, when K = 

3. The most common class in the 10 closest data points is Class B, when K = 10. Thus, the 

predicted class can be different, depending on the K value. 
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Support Vector Machines: 

Support Vector Machines (SVMs) is a supervised machine learning algorithm, and it is 

widely used in industrial applications. SVMs use training data to find a decision boundary, 

called an optimal hyperplane. The optimal hyperplane separates the different classes with 

a possible wide gap, known as the highest margins. In addition to linear analysis cases, the 

SVMs are well-known in linearly inseparable cases. The SVMs' kernel functions can 

effectively transform the inseparable features from a low dimension to a high dimension, 

where it becomes easier to separate with a hyperplane. Due to the optimal hyperplane, the 

SVMs have robustness on sparse data.  

 

Figure 5.10: SVMs in 2 Dimensional and 3 Dimensional Spaces 

 

Boosting: 

Boosting is an ensemble machine learning algorithm that is an effective and widely used 

supervised learning method. It iteratively reweights the training data and trains the weak 

learners. Also, it finally consists of all the weak learners into strong learners. The false 
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predicted data can gain more weight in the following training so that the next weak learner 

can improve the previous weak learner. Therefore, the boosting method is considered to be 

a practical approach when underfitting happens. In our approach, we use two boosting 

methods, AdaBoost and XGBoost [29]. 

 

Figure 5.11: Simple Illustration of Boosting [32] 

 Adaptive Boosting (AdaBoost) is used with various machine learning algorithms to 

improve accuracy. It weights the training sample and trains multiple weak classifiers to 

compose one strong classifier, though the weak classifier can only become a bit better than 

random guessing. First, if we have N numbers of data samples in the weighting process, 

we equalize each data sample's weight to 1/N. After the training for the first weak classifier, 

the accurate predicted data sample's weight is deducted, and the false predicted data 

sample's weight is increased. Second, the next weak classifier is trained with reweighted 

data samples, focusing on hard-to-classify data and improving accuracy. We are finally 
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composing all the weak classifiers with specific weight to one strong classifier. AdaBoost 

is a high-precision method, and it is not easy to overfitting. 

 XGBoost [29] is a Tree ensemble model. XGBoost uses additive training to preserve 

the model and attach a new tree in each iteration, to improve the previous tree. Comparing 

to AdaBoost, it uses weight to strengthen the hard-to-classify data. On the other hand, 

XGBoost uses residual to improve the accuracy. Although both algorithms follow the 

Boosting concept, XGBoost has made significant improvements in algorithm optimization 

and system optimization, so it has robust scalability, speed, and accuracy. Moreover, 

XGBoost is good at handling missing values and has features of automatic feature selection. 

As a result, it is a popular and widely used method in most data science projects and Kaggle 

competitions. 
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Chapter 6. Experimental Results 

6.1 Experiment Configuration 

We implemented the platform in Ubuntu 18.04. Python 3.8 is the main coding language, 

and the developing IDE is Jupiter notebook. Machine learning, sampling method, and 

anomaly detection are based on the scikit-learn package. Pose estimation is based on the 

OpenPose package. We use OpenCV to display and process every image. Since OpenPose 

needs GPU resources to speed up the image processing time, we use the Tesla P100-PCIE-

16GB for our GPU resources. 

More detailed configurations are shown in Table 6.1. 

Experiment Configuration 

System Ubuntu 18.04 

CPU Intel(R) Xeon(R) Silver 4114 CPU @ 2.20GHz 

GPU Tesla P100-PCIE-16GB 

RAM 16GB 

Cuda version 11.1.1 

Cudnn version 8.0.5.39 

Table 6.1: Experiment Configuration 

 

6.2 Dataset  

6.2.1 Data Labeling 

To train our model, we manually labelled the data that we collected. We divided the data 

into three classes, 'Normal', 'Fall', and 'Lying'.  

 The definition of 'Lying' indicates a person's posture is settling on the ground or lying 

on the bed. We all identify as 'Lying' class. The definition of 'Fall' refers to the interval 

between 'Normal' status that changes to 'Lying' status. Regardless of whether the action 

taken is sitting or walking, this interval belongs to the 'Fall' class. This is only as long as 
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the person ends up lying on the ground. We do not have many restrictions for the 'Normal' 

class. Any status that does not fall into 'Lying' and 'Fall,' belongs to the 'Normal' class. 

Therefore, some easily misidentified actions, such as squatting, sitting, and jumping, 

belong to the scope of "Normal." 

 After the data labelling, the 'Normal' class has 280770 frames, the 'Fall' class has 

8126 frames, and the 'Lying' class has 20841 frames. Thus, the data is highly imbalanced. 

Table 6.1 is the result of the data proportion. 

 

 

Figure 6.1: Example of 'Lying' class [21,22,23] 

 

Figure 6.2: Example of 'Falling' class [21,22,23] 

 

Figure 6.3: Example of 'Normal' class [21] 
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 Normal Fall Lying 

Frames 280770 8126 20841 

Percentage 90.65% 2.62% 6.73% 

Table 6.2: Data Proportion. 

6.2.2 Data Preprocessing 

In some cases, when body occlusions happen, OpenPose cannot effectively detect every 

key point of the body, which causes the missing value of the feature, and outlier in ratio 

features. To exclude the outlier in 'HW ratio' and 'Spine ratio', we only keep the ratio data 

in the 10-90 percentile range, because the value is more reasonable. To make the model 

understand whether the feature is missing, we add new columns to the corresponding 

feature to indicate whether the feature is lost. For example, if the 'Spine ratio' is missing, 

the corresponding new value of 'Have_Spine_ratio' is 0. On the other hand, if the 'Spine 

ratio' is not missing, the value of 'Have_Spine_ratio' is 1. We do not have corresponding 

columns for 'HW ratio,' 'Head Acc,' 'Neck Acc,' and 'Spine Acc' because those features 

have no missing values. The last step is to fill in the missing value. We evaluate mode, 

median, and mean values to decide the replacement value. The mean value has the best 

performance in section 6 of the experiment, so we replace the missing value with the mean 

value. We replace the value according to the data's label. If the label is 'Normal', we replace 

the missing value with the mean value of the 'Normal' class, and so on. Figure 6.5 is the 

illustration of our missing value handling approach. 
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Figure 6.4: OpenPose misses detecting body keypoints when occlusion happens. [21] 

 

 

 

 

Figure 6.5: Missing Value Handling Illustration 
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6.2.3 Split Training Data and Testing Data 

To evaluate whether our model is overfitting or not, we use 80% of data for training and 

20% of data for testing. Thus, we have three different experiments. First, we trained the 

model directly with training data to assess the model’s performance on imbalanced data. 

Second, we use the oversampling method on training data, in order to balance out the 

number of data in each class. Finally, we evaluate the performance with testing data that 

still stays imbalanced. 

  



 

49 

 

6.3 Evaluation Metrics 

A good evaluation metric can evaluate the model's performance effectively. However, 

when the data is skewed, the standard evaluation metrics, such as accuracy and error, can 

lead to misleading information. For example, suppose we have 5 positive data and 95 

negative data. In that case, the model will receive a 95% accuracy rate when predicting 

every data to negative data, regardless of whether it can predict any positive data. Therefore, 

in the unbalanced dataset. It is more important to predict the minority of data, successfully. 

Based on Vallabh et al. [31] 's fall detection review, we evaluate our approach via Precision, 

Recall, F1 Score, Specificity, and Area Under the Curve (AUC) of Receiver Operating 

Characteristic (ROC), which are commonly used in previous Fall detection research. 

Most of the values can be calculated by the following outcomes. True Positive (TP), 

the model predicts Fall events to occur, and Fall events occur. False Positive (FP), The 

model predicts Fall events to occur, and no Fall events occur. True Negative (TN), the 

model predicts no Fall events to occur, and no Fall events occur. False Negative (FN), the 

model predicts no Fall events to occur, but Fall events occur. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 ……………. (6.1) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 ………………... (6.2) 

Precision can represent how much of the data is predicted to Fall, as they eventually 

lead to a Fall. Recall can represent how much the model can predict the actual Fall. Thus, 

if we want the model to identify every possible Fall event, the higher the Recall rate, the 

better. 
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𝐹1 𝑆𝑐𝑜𝑟𝑒 =
2×(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 ………. (6.3) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝐹𝑃+𝑇𝑁
 …………............. (6.4) 

  F1-Score is the combination of Precision and Recall. The Specificity can represent 

how much the model can predict actual ADL events. Thus, we can check the Recall and 

Specificity to make sure the model learns all the different label characteristics. 

Receiver Operating Characteristic (ROC) curve is the combination of Recall and 

Specificity. The value of AUC is the area below the ROC curve. Generally, the AUC score 

is between 0.5 and 1. The larger AUC, the better the classification performance. 

 

Figure 6.6: ROC Curve and AUC score 
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6.4 Analysis of Experiment Result 

6.4.1 Machine Learning without Oversampling 

In the beginning, we test the performance of each model on an imbalanced dataset. In the 

proportion of our dataset, 'Normal' accounts for 91%, 'Fall' accounts for 2.6%, and 'Lying' 

accounts for 6.4%. Training data and testing data maintain the same ratio. 

 

Figure 6.7: Data Distribution (without Oversampling) 

 

 In the experiment result, each model has good classification performance on the 

'Normal' class, and both Precision and Recall are above 0.99. 'Lying' class has the second-

best performance. For Precision and Recall, all models can achieve above 0.90. Although 

'Lying' accounts for only 6.4%, 'Lying' characteristics are quite different from the other 

classes, so even if the data is less, the model can still learn the characteristic of 'Lying'. As 

for the 'Fall' class, since there is less data, most models' perform poorly, other classes. For 

example, SVMs and XGBoost have F1 scores lower than 0.7, and XGBoost and KNN’s F1 

scores are 0.74 and 0.82. The possible reason that SVMs perform poorly is that the 

sequence of 'Normal,' 'Fall,' and 'Lying' is a consecutive movement. This means that the 

data acquires many  overlaps amongst each other. Therefore, the SVMs cannot effectively 

find the best hyperplane to divide each class. On the other hand, KNN has the best 
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performance in every class, surpassing the common machine learning competition 

algorithm, XGBoost. The possible reason is that KNN only calculates the nearest neighbors 

to make a prediction, so the computation is local, and the effect from the imbalanced data 

is less. 

Normal Precision Recall Specificity F1-Score AUC 

KNN 1.00 1.00 0.97 1.00 0.98 

AdaBoost 0.99 0.99 0.95 0.99 0.97 

XGBoost 0.99 1.00 0.92 1.00 0.96 

SVMs 1.00 0.98 0.98 0.99 0.97 

Fall Precision Recall Specificity F1-Score AUC 

KNN 0.92 0.73 1.00 0.82 0.86 

AdaBoost 0.65 0.67 0.99 0.66 0.82 

XGBoost 0.91 0.63 1.00 0.74 0.81 

SVMs 0.51 0.81 0.98 0.62 0.89 

Lying Precision Recall Specificity F1-Score AUC 

KNN 0.94 0.98 0.99 0.96 0.98 

AdaBoost 0.92 0.92 0.99 0.92 0.95 

XGBoost 0.94 0.97 1.00 0.96 0.98 

SVMs 0.95 0.95 1.00 0.95 0.97 

 

Table 6.3: Different machine learning model performance 

Model Parameters 

KNN n_neighbors=3, weight=’distance’, p=1 

AdaBoost algorithm=’SAMME.R’, learning_rate=1, 

n_estimator=50 

XGBoost Learning_rate=0.01, n_estimators=1000, 

max_depth=6, subsample=0.8, 

colsample_bytree=1, gamma=1  

SVMs kernel=’rbf’, class_weight=’balanced’, 

C=50 

Table 6.4: Parameters for Machine Learning models 
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6.4.2 Machine Learning with Oversampling 

Oversampling is an effective way to deal with imbalanced data. It can generate new data, 

via random sampling or data synthesis. Since we have the best performance on KNN in the 

previous experiment, we use different oversampling methods to balance our data and 

evaluate the performance, via KNN. First, we divide the data into training data and testing 

data. Then, we perform oversampling on training data. Therefore, the proportion of training 

data becomes balanced data, while testing data retains the original imbalanced distribution. 

 

Figure 6.8: Data Distribution (Oversampling) 

 

 

 After oversampling, we use the testing data to test whether the model has overfitting. 

The experiment shows that both 'Normal' and 'Lying' classes have good performance. 

Furthermore, the Recall of the 'Fall' class improves from 0.73 to 0.88, which means the 

model can detect 88% of real fall events. Finally, comparing different oversampling 

methods, SMOTE Tomek and SMOTE have the best Recall, and Random Sampling has 

the most favourable Precision. To consider both Precision and Recall, we can refer to the 

F1 score. Random Sampling has the highest F1 score, 0.85. In conclusion, four methods 
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effectively enhance the model's learning of a minority class, and there is not much 

difference in the performance. 

 

 

Normal Precision Recall Specificity F1-Score AUC 

Random Sampling 1.00 1.00 0.99 1.00 0.99 

SMOTE 0.99 0.99 0.94 0.99 0.96 

SMOTE Tomek 1.00 0.99 0.99 1.00 0.99 

ADASYN 1.00 0.99 0.99 1.00 0.99 

Fall Precision Recall Specificity F1-Score AUC 

Random Sampling 0.87 0.84 1.00 0.85 0.92 

SMOTE 0.79 0.88 0.99 0.83 0.93 

SMOTE Tomek 0.79 0.88 0.99 0.83 0.93 

ADASYN 0.75 0.87 0.99 0.81 0.93 

Lying Precision Recall Specificity F1-Score AUC 

Random Sampling 0.95 0.98 1.00 0.96 0.98 

SMOTE 0.96 0.97 1.00 0.97 0.98 

SMOTE Tomek 0.96 0.97 1.00 0.97 0.98 

ADASYN 0.95 0.97 1.00 0.96 0.98 

 

Table 6.5: Different oversampling methods performance 
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6.4.3 Anomaly Detection 

Another method to deal with imbalanced data is to identify data, via anomaly detection. 

Since anomaly detection is a binary classification, we merged the "Fall" and "Lying" data 

into the "Abnormal" class. Using anomaly detection, we consider the minority class as 

outliers. Thus, "Normal" data accounts for 91% of the data distribution, and 'Abnormal' 

data accounts for 9%. 

 
Figure 6.9: Data Distribution (Normal and Abnormal) 

 

In the experiment results, the Elliptic Envelope has the best performance. However, 

most of the model’s precisions are low. The possible reason is that the model predicts more 

normal data as abnormal, which causes the Recall rise, but the Precision drop. Thus, 

evaluating the performance with F1-Score, the machine learning-based methods perform 

better than anomaly detection-based methods. The possible reason is that there is a lot of 

overlap in the dataset, so the anomaly detection method cannot separate 'Normal' and 

'Abnormal' well. 
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 Precision Recall Specificity F1-Score AUC 

IF 0.59 0.65 0.95 0.62 0.79 

EE 0.67 0.75 0.96 0.71 0.85 

OCSVM 0.50 0.25 0.97 0.33 0.60 

Table 6.6: Different anomaly detection methods performance on "Abnormal" class 
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6.5 Performance on Image: 

After the previous experiments, we use the KNN with the Synthetic Minority 

Oversampling Technique (SMOTE) Tomek, to test the performance on the image. In 

Figure 6.10, results show that our approach can successfully identify the different scenarios. 

Furthermore, although OpenPose sometimes misses detecting the body keypoints, our 

approach can still make a prediction based on the remaining body keypoints.  

 

 

 

Figure 6.10: Performance on single-person scenarios [21,22,23] 

 

 Moreover, our methods not only can work on single-person scenarios, but also multi-

people scenarios. In multi-people scenarios, we test our approach with IASLAB-RGBD 

Fallen Person Dataset [35]. The images are taken in the lab environment, and each image 
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has more than one person. Although we never train those images with our model, our model 

can still identify the fall events in the image. 

 

Figure 6.11: Performance on multi-people scenarios [35] 

 

 Since we extract the interpretable features from the skeleton information, we can 

show the key features on the images to have more information of when abnormal events 

happen. 

 

Figure 6.12: Normal event with key information. [22] 
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Figure 6.13: Abnormal event with key information. [22] 
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Chapter 7. Discussion 

7.1 Machine Learning Performance 

From previous vision-based approaches, they mainly use threshold and machine learning 

approaches as classifiers. Machine learning is preferable since it can adjust the different 

shapes of an individual. Using traditional machine learning methods as classifiers, it can 

receive good performance in previous research. However, before performing oversampling 

methods, our machine learning approaches do not perform well in the experiment, except 

for KNN. The possible reason may be our dataset. We collect four different fall datasets 

and one gait dataset. The data proportion is 90.6% Normal, 2.6% Fall, and 6.8% Lying, 

which is highly imbalanced. Each dataset is recorded in different environments. Although 

this added more variation into the experiment, it is close to real-world situations, since fall 

events have lots of variation. After performing oversampling methods, the performance 

improves. Performance in test data shows that we do not have an overfitting problem. 

Performance in the video can identify fall events correctly, even with the fallen image from 

another dataset. However, it is important to note that SVMs shows good performance in 

previous research, but it has the worst performance in our experiment. The possible reason 

is that since fall is structured to move consecutively, each class has a large overlap with 

each other. This makes it difficult for SVMs to find the hyperplane. 

 

 

7.2 Pros and cons of pose estimation-based approaches 

A survey paper from Biswas et al. [45], summarized the main challenges in vision-based, 

fall detection approaches. The challenges are poor identification of pose, the area at home 

or public area, number of people in the frame, poor lighting conditions, occlusion, subject's 
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distance, and usage of aid accessories [44]. Since we use OpenPose as our pose estimation 

method, OpenPose's performance significantly influences our approach. OpenPose can 

detect multiple people and even at different distances. If a person's lower body is occluded, 

our approach can make a detection based on upper body features. Thus, occlusion's 

problem is lighter than previous research. Using skeleton information is much interpretable 

and easier to understand, which is useful when cooperating with healthcare workers. The 

cons are the same as OpenPose. Some common failure cases are rare poses, overlapping 

with other people, and acquiring a false-positive on a statue or reflection. That false 

skeleton information causes a false alarm in our approach. The solution can be utilizing 

object detection techniques to check whether skeleton data is included in the bounding box. 

7.3 Limitation 

Fortunately, our approach can successfully detect falls, via skeleton information, but in 

regards to real-life applications, it still has a long way to go. There are some limitations to 

our approach. 

 The faster the treatment, the less chances of fatality. Fall detection systems should be 

able to detect falls immediately and call for help, as soon as possible. Since OpenPose and 

the classification model has a high computational demand, our approach cannot perform 

the real-time performance in our configuration setting. The higher-level computation 

resource is needed, to work in the real situation. 

 As for the dataset, the collected fall data are simulated data, which is not 

representative of the real fall event. Moreover, individuals in the dataset are not elderly 

people. In reality, the elderly may use tools, such as canes. We do not acquire that data in 

our dataset, so it is difficult to validate the effectiveness on the elderly, in a real-life setting. 
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 OpenPose also has some limitations. Since OpenPose is a 2D pose estimation model, 

the skeleton information does not include depth information. Lack of depth information 

may cause the wrong identification of different postures, and make it difficult to utilize the 

same model in different camera angles. This is because the posture can have different 

shapes of the skeleton, in different angles. In some cases, a human’s mirror reflection and 

posters with humans, can also be predicted as human objects, which may cause the wrong 

detection. 

 

7.4 Recommendation for further research 

Regarding further research, pose estimation-based approaches are a new trend, which has 

a lot of potential in future applications. Instead of using keypoint coordinates as features, 

we recommend extracting the features from skeleton information. This is more robust on 

different frame sizes. Since pose estimation is used a lot in motion recognition, training 

models with more activities can improve the robustness of the model. In our experiment, 

most of the data in the Normal class is gait data. Normal data also include a few activities 

such as sitting, squatting, etc. Adding more kinds of activities can allow the application to 

deal with different situations. Adding more abnormal events for detection can also be 

another direction since cameras can be used in multi-people scenes, the more functional, 

the better. 

 

 The Health science field is definitely a hot research field for further application. Due 

to the shortage of caregivers, ageing society is a problem that we cannot ignore. Health 

care costs are increasing in developed countries, such as the USA and Canada. Automation 

is the solution to this financial burden. Combining with health science and technique, more 
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domain knowledge is required. Fall prevention is a more important challenge than fall 

detection. Most research concludes that falls are a mix-factor event. There are intrinsic and 

extrinsic factors that can strongly influence people’s safety. Although the most decisive 

factor has not been realized, gait assessment is considered the most significant fall risk 

assessment. With the help of pose estimation-based approaches, automated fall risk 

assessment can be deployed everywhere with cameras. The tilt angle of the body, and the 

moving distance of the leg, can all be analyzed. Pose estimation can fill the research gap 

between fall detection and fall prevention.  

 The Robotics field is also a potential direction. The robotic technique is developing 

in industry and health science. Robotics and automated manufacturing are used in factories 

to enhance efficiency and save budget. Robotics can assist in surgery and diagnoses in 

health care. The robot mainly acts as an assistant nowadays. However, in the future, we 

expect robots to do more. We research human-robot interaction to add humanity to 

machines. Those humanity features can build trust and support systems with humans. We 

want a health assistive robot to take care of our family, support us physically, and mentally. 

Nowadays, we already have those robots in the market with human features 

[48][49][50][61]. Pose estimation approach can help robots understand human posture, and 

help to prevent accidents. From assistant to protector, robotics still has lots of potentials to 

explore. 
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Figure 7.1: Current assistive robots in the market, from left to right are, ElliQ,  

Mabu, Rudy, and Zenbo [48][49][50][61] 
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Chapter 8. Conclusions and Future Works 

In this thesis, the problem we want to solve is fall risk detection. We discuss the factors for 

fall risk and the statistics in health care. Fall risk is dangerous to all individuals, especially 

for the elderly. The consequence of falls may cause physical injury and mental trauma. We 

need to take proper actions and steps to prevent it. Due to the shortage of health workers 

and the increasing financial burden on the health care system, automated fall risk detection 

can be the solution. We propose a new pose estimation-based fall detection algorithm, via 

RGB camera. We use OpenPose as a feature extractor to extract the skeleton data and then 

transfer them into 14 new features. New features are more interpretable compared to 

skeleton data. As for the dataset, we compose our dataset with four fall datasets and one 

gait dataset. The dataset is highly imbalanced, which meets real-world situations. In the 

experiment, we evaluate the performance of sampling methods and anomaly detection on 

imbalanced data. KNN plus oversampling has the best performance. Although OpenPose 

misses some body keypoints sometimes, our approach can base on the remaining feature 

to make a decision. And most importantly, compared to previous research on fall detection, 

our fall detection approach can handle multi-people scenarios.  

 In future works, we will change from detection to prevention. More data is needed to 

increase the diversity of Fall and ADL events. Surveying more domain knowledge in health 

science can help us decide on more crucial features. Since the camera has a wide range of 

views, we can add more abnormal events for the model to understand. To understand 

human activity, object detection combined with pose estimation can also be the next 

research direction. In another perspective, privacy issues are always the biggest drawbacks 

of vision-based approaches. It is acceptable to set up cameras in public areas, but people 
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do not prefer setting up surveillance cameras in the home area, even though we only use 

skeleton information. Therefore, the household assistive robot is the alternative way. 

Nowadays, robotic products have started to apply in different fields, such as health care, 

industry, etc. Most robots contain multiple sensors, including cameras. Although we do not 

prefer to have surveillance cameras in  homes, families and the elderly people have a more 

positive and acceptable attitude towards robots [47]. Some household robots can support 

medical assistance, such as medicine tracking and reminder [48][49][50]. During the 

pandemic period, using the robot with health care functions can prevent infection and lower 

the stress of health workers. Since the shortage of health workers and caregivers [51], 

adding more health care functions with the assistive robot is definitively the future direction. 
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Appendices 

Appendix A.  

 

OpenPose Demo 

Import library 

 

 
Set up pose estimation class 

  
Prediction on single person image 

Pose_estimation method returns two results, first is keypoints, second is image with 

skeletion. 

 



 

76 

 

Single person’s keypoint result 

keypoints.shape = (number of people, 25keypoints, Each keypoint has 3 values) 

Each keypoint’s value is [x_coordinate, y_coordinate, confidence_value] 

 
Prediction on two people image 
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Two people’s keypoint result 
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Appendix B. 

 

Scikit-learn Demo 

 

Divide dataset into Training and Testing 

 

 
Perform oversampling method on training data 

We use SMOTE Tomek as our oversampling method in this example 

 

 
Feature Scaling 

 

 
Train Machine Learning model 

We train KNN model in this example. 

 

 
Evaluation on Imbalanced dataset. 
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