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Abstract

This thesis work focuses on developing ammonia-based carbon capturing systems that
produce useful chemical outputs to offset the energy penalty typically imposed by
implementing a carbon capture retrofitting to a power plant. These systems have been
investigated through models that are based on exergy and economics tools. The motivation,
and the objectives of this work are mentioned. Next, a thorough literature review of the
topic of ammonia-based carbon capture systems is provided here to identify the gaps in
knowledge. This review concluded that there is a significant lack in experimental
investigations of ammonia-based carbon capture systems that are powered by renewable
energy sources. Also, the direction of future carbon capture systems is moving towards co-
producing of useful and valuable chemicals to offset the costs of operating such systems.
By knowing this, renewable energy and ammonia-based carbon capturing systems that
produce ammonium bicarbonate are developed and described. Thermodynamic models of
the present carbon capturing systems are established using the energy and exergy tools.
After that, exergoeconomic models are explained for these systems. Results of the
simulation work show that the use of an electrochemical ammonia synthesizer has 13.3%
lower energy requirements compared to the use of a proton-exchange membrane
electrolyzer and the Haber-Bosch process for ammonia synthesis. The cost of producing
ammonium bicarbonate is almost 16% of the market price of this chemical commaodity.
This indicates that the developed carbon capturing system are financially feasible to

produce monetary value.
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Chapter 1: Introduction

Global warming is defined as the rise in the average temperature of the earth. This rise has
devastating effects on the environment and natural habitats of animals and people, such as
heat waves, sea level risings, and heavy droughts [1]. A simple linear correlation between
this global phenomenon and the release of carbon dioxide (CO3) has been established and
the researchers found that for each one-thousand tons of carbon dioxide released to the
atmosphere, a 0.0000000015°C rise in the average earth’s temperature occurs [2]. As a
result, it is of utmost importance to reduce our global emissions of carbon dioxide in order
to limit the severe effects of global warming. The most dominant source of CO, emissions
is fossil fuel power plants [3]. If the world is to make a significant drop in these harmful
emissions, it is essential to focus global efforts on capturing the carbon dioxide leaving
these power plants. A recent global report by the International Energy Agency (IEA) shows
that carbon capture technologies are essential to meet the 2050 emissions reduction targets
set by the Paris Agreement [4]. This shows the need to use carbon capturing technologies
to break this trend of the power sector and reach the emissions reduction targets by 2050.
Since renewable energy sources, like wind and solar energy, are not yet mature enough to
meet the rising global demands of energy, fossil fuels will continue to be an essential source
of energy in the coming decades. One of the key methods to potentially reduce carbon
emissions is the waste to energy option, such as gasification and pyrolysis. Fossil fuel-
based gasification has been shown to reduce carbon emissions by 40% as presented in a
review by Yang et al. [5]. In addition, using carbon capture and storage technology, it is
possible to reduce the environmentally damaging effects of using these kinds of fuels. This
technology is predicted, by the IEA as shown in Figure 1.1, to achieve exponentially higher
carbon capture capacities. There are three main steps of this technology, namely CO;
separation, transportation to the storage site, and compressing the CO2 gas and storing it
underground. The most expensive step is the first one by a factor of more than three to ten
times the combined costs of the transport and storage steps [6]. For this reason, a
tremendous amount of research has been conducted to effectively reduce the capital and
operational costs of the CO, separation step to make this technology more economically

feasible, and as a result, increase its adaptation [7-9].
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Figure 1.1: Growth in carbon capturing capacity over the next decades (adapted from [4]).

There are current policies in the United States of America regarding carbon capture
technologies. The two most notable tax credits, namely the Coal Gasification Investment
Credit, and the Advanced Coal Project Investment Credit, have already accumulated more
than 2.5 billion US dollars to support research and development efforts in the field of coal-
based carbon capture [10]. The Low Carbon Security Act of 2008 targets to lower
greenhouse emissions by 2030 to the levels that existed in the country back in 1990. This
act includes giving bonus allowances to companies that implement carbon capture
technologies for the first 10 years of operation. Such legislation could provide incentives
to adopt carbon capture technologies by the fossil-fuel industry. Even though there are
current policies in the US that support carbon capture technologies, more strict measures
are needed in order to reach zero-net emissions by 2050 in the country as concluded by
Hamilton et al. [10].

Carbon capturing systems have recently gained increasing attention in the literature and
several researchers have investigated new ways to improve the efficiency of this process

[1,11,12]. The most developed and commercialized method of carbon capture is using
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chemical solvents to separate the carbon dioxide from the flue gases; however, the
literature has discussed other promising methods, such as cryogenics [13], membrane
separations methods [14], adsorption [15-17], and microbial [18]. For example, Jayaweera
et al. [19] investigated the use of mixed-salt carbon capturing technology which was
successful at removing more than 90% of CO> from thermal power plants. The modeling
results showed that using mixed salts reduces the energy requirements by almost 44%
compared to using monoethanolamine (MEA) as a solvent. MEA is the traditional solvent
used in such carbon capturing systems. Hanak et al. [20] proposed and modeled the use of
ammonia as an alternative solvent to MEA for the carbon dioxide separation from exhaust
gases of a supercritical coal-fired power plant. Their results indicate that using ammonia at
a pressure range between 12.5 and 17.5 bar can decrease the energy requirements of the
carbon capturing process by as much as 15.7%. Another method to reducing the energy
requirements was undertaken by Liu [21]. They investigated the use of different
configurations of a stripper by the use of regeneration technigues, such as advanced flash
stripper, and rich-split process. The results presented a case for the use of such
configurations to reduce energy requirements for carbon dioxide capture. The reductions
are as low as 2.78 MJ per one kilogram of CO> captured compared to 4.91 MJ per one
kilogram of CO> captured [21]. Novek et al. [22] proposed the use of organic solvents as
catalysts to induce the chemical separation of carbon dioxide from the flue gases in an
ammonia medium. Some of the organic solvents used are acetone, acetaldehyde, or
dimethoxymethane. The results of their investigation showed that using acetaldehyde,
which is the best performing organic solvent out of the three, cut down the energy
requirements by almost 75%. This is compared to using the traditional chilled ammonia
process. Furthermore, the operating temperature was reduced by 53°C.

One of the trends in the carbon capturing literature is the use of small-scale renewable
energy sources to supply the energy needed for carbon capturing rather than using the
thermal energy generated by the fossil fuel-based power plant. This approach helps to
reduce the consumption of further fossil fuels to capture the carbon dioxide leaving the
power plant. For instance, Wang et al. [23] proposed the use of thermal solar cells to supply
heat to the CO absorber. In a later study, Liu et al. [24] parametrically studied the case of

using this solar-assisted carbon capturing system in Xi’an city to make sure that this system
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is economically feasible. Two configurations were studied, namely vacuum tubes, and
parabolic trough collectors. Their results show that the price of vacuum tubes for the
thermal solar cells has to decrease to 57.10 $ m™, and the price of parabolic trough
collectors must reduce to 50.84 $ m=. Ishaq et al. [25] introduced using a combination of
photovoltaic solar cells and wind turbines to drive a carbon capturing system. Under some
operating conditions, their system can capture 1,387 tons of CO. in a year. In addition,
their proposed system produces urea from ammonia and the captured carbon dioxide at a
rate of 86.4 kmol a day. In another work by Sanchez et al. [26], the authors took the process
of producing chemicals from carbon dioxide using renewable energy sources a step further
to produce Dimethyl carbonate (DMC), which is a chemical used in multiple applications
in the industry, most notably is the manufacturing of lithium-ion batteries [27]. Siddiqui et
al. [28] implemented the use of wind turbines to drive the production of aqueous ammonia
from renewable hydrogen and nitrogen using the Haber-Bosch process for CO2 capturing
and ammonium bicarbonate production. They modeled the system using ASPEN Plus and
the results of this modeling showed that it costs between $0.1 and $0.23 to capture one
kilogram of CO. using this system. Also, the energy requirement for capturing one
kilogram of carbon dioxide is evaluated to be relatively high at a value of 5.62 MJ. This is
higher than the typical chilled ammonia process which has an energy requirement of 3.22
MJ kg of CO2 captured [29].

The main disadvantage of retrofitting carbon capture systems is the loss of net thermal
efficiency of the thermal power plant by almost 11% [30]. For this reason, a new approach
of using renewable energy sources to support the carbon capturing process has been
proposed in the literature. For instance, Mokheimer et al. [31] investigated the use of
carbon capturing with and without the assistance of solar energy. Their simulation results
of this comparison showed that increasing the use of solar energy, improves the avoided
carbon dioxide up to a value of 262 ktons each year of operation. Siddiqui et al. [28]
proposed an integrated system where wind energy is used to produce hydrogen and then
ammonia to use this ammonia in a reaction with carbon dioxide leaving a thermal power
plant to produce a useful chemical commodity. The hydrogen is produced using a proton-
exchange membrane electrolyzer and the ammonia is produced using the Haber-Bosch

process. Their simulation results show that their integrated system can capture carbon at a
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rate of 3.5 kg s at a cost rate between 0.1 and 0.23 $ kg of CO.. Ravikumar et al. [32]
investigated the environmental cost of implementing carbon capturing with the assistance
of renewable energy sources through the life cycle assessment method. Their study
compared the use of renewable energy to supply electricity to the grid or to use this energy
source to help in carbon capturing to produce methanol. From the results, it has shown that
it is viable to use the renewable energy to produce methanol using carbon capturing only
if the CO- intensity drops below 67 g CO, kWh™ [32]. An extensive review of renewable
energy-based carbon capturing systems has recently been conducted by Al-Hamed and
Dincer [33]. A different technology that improves the thermal efficiency of power
generation, that has been attracting the attention in the literature, is supercritical carbon
dioxide power cycles. For example, Surywanshi et al. [34] compared (through simulation)
the use of supercritical carbon dioxide power cycles with and without the feature of carbon
capture. Their findings have concluded that using carbon capturing with a supercritical
carbon dioxide power cycles imposes an energy penalty in the efficiency by almost 1.44%,

but the carbon capturing feature avoids almost 3.25x10° kg of carbon dioxide released

yearly.

The exergoeconomic analysis of integrated energy systems have been a useful method for
evaluating and optimizing the performance and economics of such systems simultaneously.
This method combines the fundamentals of thermodynamics and economics to assess an
integrated energy system for their viability and compare it to other equivalent systems. The
main advantage of using this method lies in evaluating the costs of the different exergy
streams in the system which inherently includes the exergetic inefficiencies of each
component in the integrated system [35]. One disadvantage of this method compared to the
techno-economic analysis is that it is more complicated, and it requires the thermodynamic
results of a complete exergy analysis of the system, unlike techno-economic which only
requires energy analysis. There are multiple methods that have been proposed in the
literature, the most common on is called the Specific Exergy Costing (SPECO) method
introduced by Lazzaretto and Tsatsaronis [36] back in 2002. This method has a few
advantages, namely its simplicity in implementation, its ability to show the costing details
of exergy streams in the system, and its systematic approach unlike the other approaches
that are based on experience or changing postulates. Several researchers in the literature
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have used this method in analyzing different types of integrated energy systems. For
example, Wang et al. [37] applied the exergoeconomic method on a coal purification
integrated system that features CO» capturing, an organic Rankine cycle, and an absorption
refrigeration cycle. Their results of this modeling showed that the total efficiency in terms
of exergetic performance is 17.6% and the majority of exergy losses occurred in the CO-
capturing unit of the integrated system. The authors concluded that an optimization study
to reduce these losses in the integrated system. Zhang et al. [38] studied a polygeneration
system that produces electric power, chilled and hot water stream separately, and hydrogen
production using a proton-exchange membrane electrolyzer. This system is fueled by
natural gas and biomass. They applied the SPECO method to analyze this system
exergoeconomically, and their results showed that it was possible to compute the unit costs
of each of the useful outputs of the polygeneration system with reasonable accuracy [38].
The unit costs of electricity, hydrogen, hot water stream, and chilled water stream are 5.24
$ GJ1, 20.4 $ GJ1, 42.0 $ GJ?, 44.4 $ GJ?, respectively. Another example is the work
done by Ghorbani et al. [39] where they used the SPECO method of the exergoeconomic
analysis to study a hybrid system of Solid-Oxide Fuel Cell (SOFC) with gas turbine and an
organic Rankine cycle. In addition, they optimized the system using a multi-objective
optimization method to maximize the exergy efficiency of the system and minimize the
exergetic cost rate of the hybrid system. The hybrid system has an overall exergy efficiency
of 46.8% at the optimum point. Alirahmi et al. [40] investigated and optimized a
multigeneration system that uses electric power from a geothermal power plant to produce
hydrogen and cooling. Their optimization study that focused on the exergy efficiency and
the cost rate and their chosen point have an efficiency of 37.9%, and the cost rate is 15.09
USD ht. Abdollahi Haghghi et al. [41] introduced a new multigeneration system based on
a SOFC. Their thermodynamic analysis showed that the energy and exergy efficiency are
77.6% and 47.1%, respectively. This showed that having the multigeneration feature
increased the overall efficiencies compared to using a simple SOFC system. He et al. [42]
implemented an exergoeconomic analysis to estimate the production costs of liquid fuels
as valuable chemicals from a carbon capture system proposed by the authors. Their
simulation work has shown that such a system has an overall exergy efficiency of 65.13%

which is much higher than typical chemical processing plants. Also, the unit cost of



producing liquid fuels has been estimated to be 109 $ MWh! of exergy. Knowing this unit
cost helps in determining the economic feasibility of the valuable products made by such
systems. Such a demonstration of the use of the exergoeconomic analysis on a carbon-
capture-and-utilization system helps us in comparing different systems economically and
thermodynamically. One of the important devices that could have a significant impact on
carbon capture and utilization technologies is the electrochemical ammonia synthesizer.
This device has multiple advantages over the traditional way of producing, the Haber-
Bosch process. Some of these advantages are ambient pressure and temperature operating
conditions, lower energy requirements, and inherent separation of ammonia from the other
outlet gases due to the design of this kind of electrolyzer [43,44]. A recent investigation by
Zhang et al. [45] showed a reasonable faradaic efficiency of an electrochemical ammonia
synthesizer working under ambient conditions where a nanowire array made from carbon

cloth was used as a catalyst.
1.1 Current challenges

There are a number of challenges that block the advancement and widespread adaptation
of carbon capture and storage technology globally. To begin with, the energy penalty of
the CO. separation process is huge. The drop in the net efficiency of a power plant with
carbon capture technology is around 10 percentage points [6]. This is equivalent to the
difference between a gas turbine power cycle and a combined power cycle that consists of
a gas turbine and a steam Rankine cycle. This energy penalty is directly causing higher
capital and operational costs of the power plant.

Another challenge that needs to be resolved is the scarcity of pilot-scale plants of the
different and somewhat new CO> separation/capture technologies, except for the chemical
absorbent-based plants. This means that there is a lack of technical knowledge and

expertise in building and running such plants.

The third challenge is the incorrect public perception regarding the maturity of renewable
energy sources and the overestimation of its current potential to reduce carbon emissions.
This leads to underestimating the need to reduce carbon emissions through carbon capture

and storage technologies which is a more immediate solution and necessary to reach the



2050 emissions targets [4,46]. More specific challenges to this technology will be

discussed throughout this review.

There are current policies in the United States of America regarding carbon capture
technologies. The two most notable tax credits, namely the Coal Gasification Investment
Credit, and the Advanced Coal Project Investment Credit, have already accumulated more
than 2.5 billion US dollars to support research and development efforts in the field of coal-
based carbon capture [10]. The Low Carbon Security Act of 2008 targets to lower
greenhouse emissions by 2030 to the levels that existed in the country back in 1990. This
act includes giving bonus allowances to companies that implement carbon capture
technologies for the first 10 years of operation. Such legislation could provide incentives
to adopt carbon capture technologies by the fossil-fuel industry. Even though there are
current policies in the US that support carbon capture technologies, more strict measures
are needed in order to reach zero-net emissions by 2050 in the country as concluded by
Hamilton et al. [10].

1.2 Motivation

As the need to reduce CO emissions increases in the power sector, which represents 25%
of total emissions, the higher the capacity of the carbon capture technologies is needed.
Increasing this capacity is limited by one major factor, that is the energy penalty, which is
typically in the range of 10-12%, associated with retrofitting a carbon capture unit at the
end of a fossil-fuel power plant which directly causes economic losses to the industry. The
economic losses can be as high as 3.4 US kWh. In order to overcome this problem, this
Ph.D. work proposes systems where the captured CO is turned into a useful and valuable
chemical commodity to offset the energy penalty caused by the carbon capturing in the
power plant. Producing a useful chemical substance will utilize more energy which will be
supplied by the electricity from various renewable energy sources. This is not to overload
the thermal power plant and to limit the use of carbon-based fuels. In doing so, the power
industry will see economic value in investing in such co-producing carbon capture systems
to either offset the costs of the system or generate some added value from the plant. This

will motivate the industry to adopt more of such systems and reduce the CO2 emissions



over the next 3 decades while the renewable energy technology matures further to replace

carbon-emitting power plants.

1.3 Objectives

The general objective of this thesis work is to investigate ammonia-based carbon capturing

systems that are powered by renewable energy sources through modeling and

experimentation. The thesis study is classified as an experimental investigation and a

modeling study. The specific objectives of the thesis experimental investigation are listed

as follows:

To build a chemical batch reactor for producing ammonium bicarbonate from
aqueous ammonia and incoming CO> from flue gases.

To study the effects of using catalysts and electromagnetic induction heating on the
batch reactor for producing ammonium bicarbonate.

To evaluate the costs of introducing catalysts and induction heating on the
production costs of ammonium bicarbonate using this new batch reactor.

The modeling study consists of the following specific objectives as follows:

To develop ammonia-based carbon capture systems with useful chemical outputs.
To perform a thermodynamic analysis on the systems using energy and exergy
tools.

To conduct parametric studies on the systems using the models to observe their
thermal and chemical behavior under varying operating conditions.

To study the effects of chemical conversion efficiency on the ammonium
bicarbonate production.

To evaluate the potential cost benefits of producing the useful chemical
commodities and compare them to existing carbon capture systems.

To optimize the developed carbon capture systems using multi-objective
optimization methods. The objective functions of this optimization study are
minimizing unit cost of useful products and maximizing overall exergy efficiency
of the integrated systems.

Scale-up study and cost assessment of the developed carbon capture systems.



1.4 Novelties

The ammonia-based carbon capture systems with ammonium bicarbonate have only been
briefly investigated in the literature and have not been assessed thoroughly using exergy
and economic tools. For this reason, the first point of novelty is to investigate new carbon
capture systems using exergy analysis. Another point of novelty is assessing the potential
of this system in terms of cost benefits to attract the power industry to adopting such
systems that generates value from capturing CO.. These systems will also be compared to
other existing systems to evaluate their advantages and limitations which are missing in
the literature. In addition, there is no experimental setup for producing ammonium
bicarbonate from aqueous ammonia and carbon dioxide from flue gases that are enhanced
using electrochemical induction heating that selectively heats metallic catalysts in the
reactor. Building a batch reactor with enhanced ammonium bicarbonate production using
a combination of catalysts and induction heating is a novelty of this work and it fills a
necessary gas in the literature to support the simulation studies and to demonstrate the
concept.

1.5 Thesis Outline

This thesis work started with an introduction, in chapter 1, to the carbon capturing
technologies and their importance in reducing greenhouse gas emissions and to reach the
emissions targets agreed upon by many governments. In chapter 2, a comprehensive
literature review of the most recent carbon capturing systems proposed and studied by
previous works are discussed and compared in terms of energy requirements, carbon
dioxide efficiency, and other factors. Knowledge gaps in the literature are identified which
are to be filled throughout this thesis work. Next, the carbon capturing systems developed
in this work are mentioned and described in chapter 3. In addition, the experimental setup
of the batch reactor to capture carbon dioxide and produce ammonium bicarbonate is
explained. In chapter 4, the thermodynamic modeling of the carbon capturing systems is
outlined in detail. Later, the exergoeconomic analysis of each system is described. This
chapter ends with the optimization procedure used. In chapter 5, the results of the modeling
of these carbon capturing systems are presented and discussed through base cases and
parametric studies. Also, the results of the experimental investigation of the batch reactor
are given. Finally, the thesis outlines the main conclusions and future work
recommendations in chapter 6.
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Chapter 2: Literature Review

This chapter starts with the existing methods of carbon capture, which are classified as
strategies and technologies. Then, the discussion shifts to the most recent ammonia-based
carbon capturing systems published in the literature. After that, a comparative assessment
of the novel ammonia-based systems of carbon capture is presented. The opportunities and
future directions of research in this field are proposed. Next, some conclusions drawn from
the review and comparative assessment of the ammonia-based carbon capturing systems

are given. Finally, the knowledge gaps in the literature are outlined.

2.1 Carbon capturing methods

Carbon capturing methods can be classified based on the strategy or the technology of
carbon separation. Both of these classification ways will be discussed in this section
starting with the strategies.

2.1.1 Carbon capturing strategies

There are three basic carbon capturing strategies, namely pre-combustion, oxy-fuel
combustion, and post-combustion. Each of these strategies will be defined and then their

advantages and limitations will be discussed briefly.

2.1.1.1 Pre-combustion carbon capture strategy

This strategy is defined as the process of separating the carbon from a fossil fuel prior to
the combustion step and producing hydrogen for combustion. This way the carbon is
removed at an earlier stage and no need to separate it from the mixture of exhaust gases.
Only hydrogen is burned in the combustor to produce clean exhaust gases that consist of
water vapor, nitrogen, and excess oxygen. To give an example of a pre-combustion carbon
capture process, coal reacts with air in a fuel-rich and high-temperature environment, and
then it is oxidized to form syngas in a process called gasification [47]. Then, this syngas
reacts with steam to produce CO; and H in a process called the water-gas shift reaction.
The hydrogen is used to produce high-temperature heat for power generation or other
purposes, while the CO- is captured and prevented from being released to the environment.
The complexity of this process is two folds. One is the chemical reactions have to take

place under high pressure and temperature [48], and the air-fuel ratio has to be controlled
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to prevent early combustion of the input fuel [49]. Also, this technology is only feasible
when integrated with combined power cycles which limits the flexibility of the use of such
a process to capture CO.. The main advantage of this strategy is that the CO. captured is
at high concentrations (around 45% vol) which makes the process easier in terms of energy

requirements, required solvent concentrations, and the size of the capturing unit [50].

2.1.1.2 Oxy-fuel combustion carbon capture strategy

This second strategy is aimed at producing a high concentration of CO2 in the exhaust
gases, usually higher than 80%, to ease the separation process of CO from the rest of the
exhaust gases. This is done mainly by combusting the fossil fuel with high purity oxygen
which ideally results in CO., water vapor, excess oxygen, and small traces of nitrogen
products. Since nitrogen is absent in the products, the concentration of CO- rises in the
mixture of exhaust gases. The main advantage of having a high concentration of CO3 in
the exhaust gases is easiness, compared to the post-combustion strategy, in separating the
CO. from the exhaust gases using chemical solvents or low-temperature separation

processes [51].

One point to be mentioned is that the energy demands of the air separation unit (ASU) and
compression and purification unit (CPU) are crippling this strategy of carbon capture. For
instance, a typical oxy-fuel combustion process reduces the overall net efficiency by
around 10% for a thermal power plant fueled by coal [52]. Fortunately, this efficiency
penalty can be reduced using design optimization of the components and waste energy
management, like what Escudero et al. [53] did who used these steps to reduce the
efficiency penalty by 3.2 percentage points. This is a 30.4% reduction. If such advances

are continued, this strategy could be more energetically and economically desirable.

2.1.1.3 Post-combustion carbon capture strategy

The post-combustion carbon capture strategies are defined simply as the set of methods
that separate CO> emissions from the flue gases at their point of release. This method is
commonly used due to its simplicity and flexibility in several industrial applications. In

contrast to the previous strategies, the post-combustion carbon capture strategy can be done
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wherever flue gases are released from the point of source and the CO can be separated in
a simple chemical process at ambient pressure and low to intermediate temperature levels
(313-393 K) [11]. To illustrate, a typical post-combustion carbon capture process using
amine solvents would only require two main thermal components, namely the absorber,
and the stripper [54]. The flue gases, leaving the carbon-emitting plant, enter the absorber
and the CO- gets absorbed by the lean amine solution and the remaining harmless gases
leave the absorber to the environment. The lean solution becomes a rich solution and leaves
the absorber to go to the stripper where the CO- is separated at an intermediate temperature
and ambient pressure from the solvent solution. This process only requires a heat source
that can be easily supplied by a reboiler or an electric heater. The simplicity and application

flexibility and low energy requirements are some of the advantages of this process.

The limitations of this strategy are the energy penalty due to the regeneration energy needed
to separate the solvent used in the process, and the low concentration of COz in the exhaust
gases which means higher mass flow rates of the solvent are required to absorb the CO;
and this leads to larger equipment sizes and higher capital and operations costs compared
to the other two strategies. These limitations can be overcome using process design
optimization and recirculation techniques [55,56]. Table 2.1 summarizes some of the main

benefits and challenges of each of these carbon capturing strategies.

2.1.2 Carbon capturing technologies

Next, the second way of classifying the carbon capturing methods is discussed here. This
method categorizes the methods according to the process used in capturing the CO2 from
the exhaust gases. There are five main categories of carbon capture technologies. These are

shown in Figure 2.1.

2.1.2.1 Adsorption
Adsorption for carbon capture is defined as the physical process in which COz is attached
(adsorbed) to a solid surface while other flue gases pass by without attachment. This

process is illustrated in Figure 2.2. Some of the adsorbents that are used for this purpose
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are zeolites, activated carbon, and metallic oxides [57]. So far, there are no large-scale
carbon capture plants that are based on this technology. This is because it has some
significant limitations that need to be overcome before becoming commercial. Some of
these limitations are low CO- selectivity, stronger affinity to water vapor, and recyclability
of the current adsorbents [15-17].

Table 2.1: A summary of the benefits and challenges of the carbon capturing strategies [12,47,58].

Carbon
capturing
strategies

Benefits

Challenges

Pre-combustion
carbon capture

e Fully developed approach
e Higher CO. concentration

Higher capital and
operational costs

e Lower NOy emissions compared
to other strategies

e |t has the possibility of using cold
thermal energy storage for
separating the oxygen

e The overall space requirement of
the system is less

strategy produced by the pre-combustion More complex designs
processing to improve carbon are required
capturing efficiency Temperature swing
e  Fossil fuel flexible related heat transfer
e Can produce pure CO- at high problem
pressures for later sequestration
and/or transport
Oxy-fuel e Highest CO2 concentration The use of an air
combustion produced by the oxy-fuel separation unit reduces
carbon capture combustion processing to improve the overall system
strategy carbon capturing efficiency efficiency

Highest capital and
operational costs
Production of high purity
0Xygen can cause
corrosion issues

Post-combustion
carbon capture
strategy

e Very compatible with current
power plants for seamless
retrofitting

e The maturity level of this strategy
is high because there are
commercial plants that use this
strategy

e The simplest approach of the three
strategies and complexity of the
operation is minimal

e Lower capital and operational
costs compared to the others

Lower CO> concentration
reduces carbon capturing
efficiency

High heat load
requirements and
regeneration abilities are
limited

High water utilization
Produces CO; at ambient
pressures and requires
compression for transport
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Figure 2.1: Main categories of carbon capture technologies (adapted from [59]).
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Figure 2.2: Illustration of the adsorption technology of CO. capture.

2.1.2.2 Cryogenics

The second carbon capturing technology discussed here is named cryogenics (very low-
temperature processes). This technology uses the thermal processes of deposition (also
called desublimation) and condensation to separate CO2 from the flue gases [60]. This
process is illustrated in Figure 2.3. The maturity of this technology has reached pilot-scale
setups. For example, Zanganeh et al. [13] have reported the pilot setup which integrates
oxy-fuel combustion of coal with a cryogenic CO separation and compression unit, this
setup is located in The CANMET Energy Technology Centre in Ottawa, Canada. Lab-scale
experimental setups have also been built in the USA and Malaysia [60,61]. Such
technology has two distinct advantages, which are the production of high-purity CO., and
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integration with other low-temperature systems for cold energy storage. One main

disadvantage of this technology is the energy penalty associated with it [62].

Cooler
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Solid-gas

Compress
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Flue gases stream
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Moisture

Figure 2.3: Illustration of the cryogenic technology of CO: capturing (adapted from [63]).

2.1.2.3 Absorption

The absorption carbon capturing technology has two main types. The first type, as
illustrated in Figure 2.1, is the chemical absorption-type which is defined as absorbing CO>
from flue gases by chemically reacting with a solvent to form a relatively unstable
compound that can be easily separated in a later stage. This process is illustrated in Figure
2.4. Some of the common solvents used for this technology are MEA, ammonia, and
hydroxide [64]. The most commonly used and commercialized process for post-
combustion carbon capture is the chemical absorption process [58]. This is mainly due to
the unique advantages of this process over the other processes in terms of lower energy
requirements compared to cryogenics processes, more stable and scalable than membrane-
separation processes, and can capture CO> from high concentration gas sources, such as
flue gases, unlike adsorption processes [57,65].

The physical absorption carbon capturing technology works by absorbing CO2 from flue
gases according to Henry’s law [66]. One example of a physical absorbent that is suitable
for this task is imidazolium-based ionic liquids [67]. The main advantages of such
absorbents are their nonflammable and nontoxic properties, high thermal stability, and

lower volatility than chemical absorbents.
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Figure 2.4: Illustration of the absorption technology of CO. capturing (adapted from [68]).

2.1.2.4 Microbial

Microbial technologies of carbon capturing are based on the bio-fixation of microalgae
which fixes the CO for cell growth. Two examples of such microalgae are Chlorella sp.
and Tetraselmis suecica [69]. The benefits of using this technology are its selectivity in
low CO- concentration flue gases, it is environmentally friendly as it uses biological
substances and can be activated using solar energy, and it can be used for the co-production
of food, fuel, and other useful chemical and biological materials [70]. Furthermore, this
process can be integrated with a wastewater treatment system to co-produce carbon
capturing and treated water for industrial use as it has been demonstrated experimentally
by Lu et al. [18]. However, these microalgae materials are sensitive to other flue gases and
can be damaged easily. Another limitation of this technology is the necessary use of
electricity to capture CO2 which means lowering the power production of the overall
system. Using waste heat and/or regeneration is not possible [71]. The integration of this
technology with existing thermal power plants has not been studied extensively and only

the use of microbial fuel cells has been considered [72,73].

2.1.2.5 Membranes

The last category of carbon capturing technologies is membrane-based technologies. These
are subdivided into gas separation, and gas absorption. Gas separation is a process where
the flue gases pass along membranes and the COx is separated according to its permeation
rate and selectivity of the membrane. This process is illustrated in Figure 2.5. There are

three main factors that affect this permeation of CO>. 1) The partial pressure difference
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across the membrane. 2) Membrane diffusion coefficient. 3) The relative sizes of the
molecules [57]. The main disadvantage of this technology of CO. separation is the low
selectivity of the membranes which makes it economically unfeasible for commercial use

for now. Future advances in membrane selectivity are needed [74].

Cleaned
flue gases Lean
solvent
Rich
Flue gases solvent

Figure 2.5: Illustration of the membrane technology of CO. capturing (adapted from [14]).

Secondly, gas absorption using membrane technology is when the membranes separate the
flue gases on one side and the CO> solvent on the other side. This arrangement offers an
advantage which is that it can be compact [57]. However, there are several challenges that
need to be overcome for this technology to reach full maturity, like the high energy
requirements, low CO- selectivity, and the need for a drying process to remove water since
the membranes are usually polymers and they have high water permeability [75].

2.1.2.6 Summary of carbon capturing technologies

Table 2.2 summarizes the carbon capturing technologies discussed above in terms of their
potential benefits and key challenges. Some of the common challenges in these
technologies are noticed to be the degradation of the materials used, as well as the high
energy requirements needed to operate the systems. Future work in this field should focus
primarily on these two limitations to increase the adaptation of carbon capture

technologies.

It is also important to note that hybrids of these technologies have been proposed by several
researchers in the literature. For example, the hybrid system of membrane and cryogenics
has been proposed by Song et al. [76]. Also, the adsorption technology was combined with
membrane technology as studied in a paper by Janusz-Cygan et al. [77]. It seems that using

hybrids of these technologies could open up a new area of interesting research. A more
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extensive review on the topic of hybrids was given by Song et al. [78]. There are advantages
of utilizing hybrid CO. capture systems. For example, combining the absorption
technology with membrane technology could reduce investment costs as the carbon
capturing process happens in parallel. Another example is when adsorption and absorption
technologies are hybridized, multiple advantages are possible, like decreasing operating

temperature of the adsorption process, higher regeneration, and thermal stability [78].

Table 2.2: A summary of the potential benefits and key challenges of the carbon capturing technologies.

Carbon Potential benefits Key challenges

capturing

technology

Adsorption e Continuous operation e Low CO; selectivity
e Simplicity e Stronger affinity to
e Low energy requirements water vapor

e Recyclability of the
current adsorbents

Cryogenics o Pilot-scale setups exist e High energy penalty

e High-purity CO2 production e High capital costs

e Possible integration with other
low-temperature systems for cold

energy storage

Absorption e Variety of solvents available, e The volatility of
such as MEA and ammonia chemical solvents
Easily scalable e Solvent degradation
Low energy requirements e Solvents are corrosive

High-thermal stability
Simple operation

Lower capital and operational
costs

e High CO; selectivity
e Some commercial plants exist
Microbial e Environmentally benign e Easily damaged by
e Uses solar energy flue gases
e Good CO; selectivity e The bio-fixation
e Possible co-production of food process is not well
and other useful chemicals understood
Membranes e Compactness e Low CO: selectivity
e Simplicity e No pilot-scale setups
e Environmentally benign yet
e Potential for high energy e High costs
efficiencies e High energy

requirements
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2.2 Novel ammonia-based systems of carbon capture

This section will describe the different categories of recently (2015-2020) published

ammonia-based carbon capture systems. There are three categories as shown in Figure 2.6.
2.2.1 Renewable energy-based systems of carbon capture

The first kind of these systems is the ones that are powered by renewable energy sources,
such as wind turbines and solar cells. One example of this type is presented by Liu et al.
[24] where they have designed a system of capturing carbon using thermal solar collectors
as shown in Figure 2.7. There are three main parts of this system, namely the coal-fired
steam turbine cycle, the chilled-ammonia carbon capture cycle, and the solar collector with
thermal energy storage unit. The novelty of this system is the use of a renewable energy
source, solar energy, in this case, to provide thermal energy to the Reboiler of the chilled-
ammonia process for capturing the carbon released by the Boiler of the coal power plant.
Their paper discussed the economic and technical aspects of such a system. They focus on
finding the feasible price of solar collectors such that the levelized cost of electricity and
the cost of carbon removed are lower than the chosen reference point. It has been found
out that vacuum tube solar collectors are cheaper to operate compared to parabolic trough
type [24]. To reach the economic feasibility of this system, the price of vacuum tube solar
collectors must be reduced down to $57.10 m™ for the case of Xi’an city, while it must be
reduced to $50.84 m™,

This indicates that it takes less reduction in costs for the vacuum tube type than the
parabolic trough type. A comprehensive comparative study was conducted by Wang et al.
[23] to show the effects of changing solar collectors area and type on the two different
carbon capture processes, namely the chilled ammonia process, and the conventional
MEA-based process. The main conclusion of the economic comparative study is that the
chilled ammonia process is more favorable than the MEA-based process. This shows that
an ammonia-based carbon capture process assisted with solar cells is a promising option
for future implementations in terms of economic feasibility than the conventional

processes.
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Figure 2.6: Categories of the novel ammonia-based system of carbon capture.

Koohestanian et al. [79] investigated the use of renewable energy to separate CO> from the
flue gases of an oxy-fuel combustion power plant. A layout of their system is presented in
Figure 2.8. The process starts by electrolyzing purified water to hydrogen and oxygen. The
oxygen is taken to the power plant for the oxy-combustion process along with a separated
oxygen stream from the air separation unit. Both the electrolyzer and the air separation unit
are powered using renewable energy sources as well as some part of the electricity
generated by the power plant. The hydrogen stream coming out of the electrolyzer mixes
with the nitrogen leaving the air separation unit to make ammonia. Next, the flue gases that
result from the oxy-combustion power plant are directed to the carbon capturing unit to
separate the CO; from the rest of the gases. Once separated this stream goes to the urea
unit to mix with ammonia to produce urea and water. The water is recirculated in the system
while the urea is sold as a commaodity. The estimated price of this urea is $3.5 million in a

year. The rate of CO2 removal is also estimated at 14892 tons yearly. The next step
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suggested by the authors is to build a prototype of this system after the simulation work
has been carried out using thermodynamic and chemical principles to verify the results and

encourage the industry to adopt such a scheme.
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Figure 2.7: A thermal solar cell-assisted carbon capture system (adapted from [24]).

A hybrid approach of using renewable energy sources has been adopted by Ishaq et al. [25].
In their system, a stream of water is injected into a proton-exchange membrane (PEM)
electrolyzer to produce hydrogen and oxygen. This electrolyzer is powered by wind
turbines. In parallel, solar photovoltaic (PV) cells are used to power a cryogenic air
separation unit to separate nitrogen from the incoming air stream. The resulting hydrogen
and nitrogen are mixed in an ammonia synthesis reactor to produce ammonia. The last
chemical process is the production of urea using this ammonia stream with the flue gases
leaving a thermal plant that carries CO>. Urea and water are produced from this chemical
reaction, and the urea is sold as a commodity. The authors have investigated this system
using ASPEN Plus and Engineering Equation Solver (EES) software pieces to conduct the
thermodynamic analysis. The results of this analysis show that this system has the potential
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to capture 1387 tons of CO> in a period of a year which is only 10% of the previous system.
This process is limited by the concentration of CO; that exists in the flue gases, the higher
the concentration the better the rate of CO. removal. This is why an oxy-combustion
process is suggested for the thermal plant, but this requires major changes in current plants
which could cause higher capital costs and reduces the economic feasibility of such an
approach. Other results show that the system by Ishaq et al. [25] has overall energy and
exergy efficiencies of 44.4% and 32.2%, respectively. The rate of urea production is 86.4
kmol in a day. This amounts to 1894 tons of urea in a year. Another study by Sanchez et
al. [26] took this urea production step further and used the urea to produce DMC as a final
product of the carbon capture process. The process proposed by them is also powered by
multiple renewable energy sources, such as wind and solar. The DMC process inputs are
renewable energy-based urea and renewable energy-based methanol. These are mixed in a
DMC reactor to produce ammonia and DMC. In terms of economics, adding the DMC step
after urea production is valuable since it reduces the production costs of DMC to $636 per
ton compared to the conventional methods of producing DMC which typically costs
between $1003 and $1346 for a ton [80]. On the other hand, the urea production costs using
this process do not provide any significant production cost reductions compared to the
conventional urea production processes that already exist in the market. Environmentally,
the DMC production process adds more CO2 emissions while the urea production process
is nearly carbon neutral. So, adding the extra DMC process shows an economic advantage
but has an environmental disadvantage over only urea production from the carbon capture
process.

More recently, Siddiqui et al. [81] investigated a novel renewable-energy-based system for
carbon capturing and ammonium bicarbonate production. The renewable energy source is
wind turbines. The system schematic diagram is shown in Figure 2.9. The electricity
coming from the wind turbines is supplied to the PEM electrolyzer to separate hydrogen
and oxygen from the input water. The hydrogen is then taken to an ammonia synthesis
reactor to chemically react with nitrogen to produce ammonia. Having dry ammonia is
dangerous so water steam is mixed with this ammonia to make aqueous ammonia. The last
step is to use this aqueous ammonia and react it with the CO> from the flue gases leaving
the industrial thermal plant to make ammonium bicarbonate. Siddiqui et al. [81] conducted

a thermodynamic analysis using the ASPEN Plus program. Their results show that this
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system can absorb 640.1 kg of CO2 per 1 MWh of supplied electricity from the wind
turbines. Also, the costs of carbon capturing range drastically from $0.1 per one kilogram
of CO> captured up to $0.23 per one kilogram of CO captured using this system. The
ammonium bicarbonate produced using this process can be sold as a commodity for food

companies and other industries.
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Figure 2.8: A renewable energy carbon capture system to produce urea and ammonia from the flue gases of an oxy-fuel
combustion power plant (adapted from [79]).

2.2.2 Energy savings-focused systems of carbon capture

The second type of ammonia-based carbon capture systems to be reviewed here are the
systems that have been designed for the sole purpose of reducing the energy requirements
of the carbon capture system through the reconfiguration of the simple ammonia-based
carbon capture which has been experimentally demonstrated back in 2014 by Lombardo et
al. [82]. To start with, Bak et al. [83] conducted an experimental study on a lab-scale chilled
ammonia process for carbon capture and measured the ammonia slip (ammonia release to
the environment) as well as the rate of CO> removal under various operating conditions.
Their experimental results show that the rate of CO2, removal is 80% which is lower than

what standard commercialized carbon capture technologies can provide at 85%, but the
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ammonia slip was successfully maintained below 1% and this is better than what exists in

conventional processes.
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Figure 2.9: A wind turbine-based carbon capture system with the production of ammonium bicarbonate (adapted from

(81]).
One study that shows how the energy requirements for carbon capture can be reduced by
changing the operation of the simple ammonia-based carbon capture unit was presented by
Bonalumi et al. [84]. They have used Aspen Plus software to simulate a cooled ammonia
process which is a better alternative to the typical chilled ammonia process discussed
previously. It is better in two aspects. There is no salt precipitation in the cooled ammonia
process, unlike the chilled ammonia process. Another advantage is that the specific primary
energy consumption for carbon avoided is lower for the cooled process, at 2.58 MJ kg™ of
CO2 removed, than the chilled process, which is at 2.86 MJ kg of CO,. The main
differences between these two operational ways of the ammonia-based carbon capture
process are the regeneration pressure and temperature. The cooled process has regeneration
pressure and temperature of 500 kPa and 378.8 K, respectively, while the chilled process
has them at 2000 kPa and 368.6 K, respectively. The same authors conducted a techno-
economic analysis of these ammonia-based processes when integrated with coal power
plants [85]. Another study by Liu and Chen [86] that implemented a double-stage CO-
absorber system showed a significant reduction in energy requirement of the ammonia-
based carbon capture process by almost 25% and the rate of CO, removal has been

maintained above 90%. Their system diagram is presented in Figure 2.10.

A different approach in reducing the costs associated with the installation of an ammonia-
based carbon capture system is to reduce the size of the absorber column for the aqueous

ammonia and carbon dioxide reaction. Reducing this size could help increase the economic
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feasibility of such a system. One way to do this is to use chemical promotors to accelerate
the rate of CO> absorption by the aqueous ammonia in the column. In 2018, Jiang et al.
[87] proposed to use piperazine (PZ) which helps accelerate the rate of CO2 absorption.
They have simulated the addition of such a promotor using Aspen Plus and have found that
the column height can be cut by as much as 35 % while maintaining the same or lower
levels of energy consumption compared to the non-promoted case. The trend found is as
the more PZ added to the aqueous ammonia the shorter the column can be for the same rate
of CO2 removal which was set at 85% in their study. Also, in their study, they have
investigated the use of advanced flash strippers which resulted in reducing the energy
requirements by nearly 7% compared to a simple flash stripper process with PZ. Detailed
economic analysis of this system with the PZ promotion has not yet been studied and it has
been recommended for future research. Also, other organic promotors to be added to the
aqueous ammonia for an enhanced rate of CO2 absorption need to be investigated and

analyzed thermodynamically and economically in future works.

Obek et al. [88] compared different configurations of the ammonia-based carbon capture
system to study their carbon capture efficiency and their potential energy savings. The three
different configurations are called Lean Vapor Compression (LVC), Rich Solvent Split
(RSS), and Rich Vapor Compression (RVC). Details of these configurations can be found
in their paper [88]. The first thing compared was the carbon capture efficiency which was
also compared to two reference cases which are an MEA-based carbon capture system and
a simple ammonia-based carbon capture system. These two have carbon capture
efficiencies of 92.66%, and 97.80%, respectively.

The three configurations considered in their study resulted in efficiency values of 97.24%,
97.61%, and 98.06% for LVC, RSS, and RVC, respectively. There are two main
conclusions that can be drawn from these results. Firstly, ammonia-based systems are
better at chemically absorbing carbon from flue gases than MEA which supports the claim
to put more attention on investigating ammonia as a suitable absorbent for carbon capture
technologies. Secondly, the three proposed configurations offer little improvement on the
reference case of a simple ammonia-based system. Moving to the comparison of the energy
savings of these three configurations compared to the reference case of a simple ammonia-

based system, it has been found that the highest energy savings are found when using the
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LVC configuration which provides 34.5% energy consumption reduction [88]. This is
followed by the RSS configuration which has only a 6.4% reduction, while the RVC
configuration increased the energy consumption by 0.3%. This comparative study shows
us what kind of configuration has better chances at reducing the energy requirements for
an ammonia-based carbon capture system and motivates future research in the direction of
using the LVC configuration. Economic analysis on this configuration is required. Once
this analysis shows economic feasibility, then moving on to the experimental stage and
prototyping becomes justifiable. A study that presents complete energy and economic
evaluations of an ammonia-based carbon capture system with the advanced flash stripper
and a cold-rich split (CRS) has been conducted by Jiang et al. [89]. Their results will be
discussed in the next section in more detail as part of the comparative study.
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Figure 2.10: A double-stage CO2 absorber ammonia-based carbon capture system (adapted from [86]).

More recently, Liu et al. [90] expanded on the comparison of different configurations over

the research article explained above by Obek et al. [88] where they have included two more
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possible configurations for ammonia-based carbon capture systems, which are cold split
bypass (CSB), and the combination of CSB and LVC. Their simulation results show that
using the CSB configuration decreases energy requirements by a significant amount at a
reduction value of 34.2% compared to a typical ammonia-based system. Furthermore, the
combination of CSB and LVC does not give noticeable energy reductions as it only reduces
the energy requirements by an additional 0.2% to get a value of 34.4%. This combination
does not seem like a viable option since using two configurations in a single system

increases the capital costs and does not offer any energy savings potential.

A distinct method has been adopted where the ammonia-based carbon capture system
reduces the energy requirements by using ammonia to provide some of the cooling needed
by the typical chilled ammonia process. Wang et al. [91] developed a system that integrates
an ammonia-based carbon capturing unit with an absorption chiller for supplying a cooling
load. This cooling load provides a useful commodity that can be sold to cover some of the
costs of operating the carbon capture system. The authors have conducted a thermodynamic
analysis on this integrated system and found that the system can reach a rate of CO;
removal of 90%, while the specific regeneration energy and the cooling load are 3.4 MJ

kg™ of CO2, and 113.3 MW, respectively.

Lastly, Ullah et al. [92] introduced a combined modification of the typical ammonia-based
carbon capture system to reduce the energy requirements and compared to the typical
system as well as other modifications. They combined RVC (which was introduced earlier)
with cold solvent split (CSS) processes. Their simulation results show that this new
combination reduced the energy requirements by 20.2% compared to the typical chilled
ammonia process and this is a much better reduction than other modifications, such as RSS
which gives an 11.6% reduction, and inter-heating processes which provide only an 8.26%
reduction. Also, the authors conducted a capital cost estimate to see if the additional
components for this combined modification would save money. Their findings show that
the combined modification of RVC and CSSP saves about $707 thousand every year.

Therefore, the proposed modification is economically justifiable.
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2.2.3 Integrated Gasification Combined Cycle (IGCC)-based systems of carbon

capture

IGCC-with pre-combustion carbon separation systems are fossil fuel-consuming power
generating systems that first gasify the fuel by transforming it into syngas. Then, carbon is
separated from this gas before combustion to produce high-temperature clean exhaust gases
to be given to a gas turbine. After that, the waste heat of these exhaust gases is recovered
by supplying heat to a steam Rankine cycle for further power generation. This last step is
what gives these systems the name combined cycles. A diagram of a typical IGCC with a
pre-combustion carbon separation system is shown in Figure 2.11. At a rate of CO2 removal
of 85%, the efficiency of such a system can reach a reasonable value of 34.6% when the

used fuel is pulverized coal [93].

The third category of carbon capture systems discussed here is regarding systems that
combine ammonia-based carbon capture technologies with IGCC systems. There are two
possibilities for this combination, either the carbon capturing happens prior to the
combustion so it is named pre-combustion, or the carbon capturing takes place after the
combustion, so it is called post-combustion. The main reason behind making this
combination is that it has been shown that using chemical absorption methods to separate
the carbon from the syngas increases the overall efficiency of the power generating system
with high levels of carbon capture. For example, Bonalumi and Giuffrida [94] reached high
net efficiency values of 41.7% with a rate of CO2 removal reaching 90%. They have used
a cooled ammonia process to capture the CO> post-combustion from an IGCC system. The
fossil fuel used in their study is pulverized coal. This shows the potential of using
ammonia-based carbon capturing technologies in IGCC systems. Furthermore, the specific
primary energy consumption for CO avoided was calculated to be comparatively low at a
value of 2.3 MJ kg of CO».

Petrescu et al. [95] have conducted simulations and Life Cycle Assessments (LCAs) for
four cases comparing several supercritical pulverized coal power plants with and without
post-combustion carbon capture. In the case of carbon capture, three solvents were used,
namely MEA, aqueous ammonia, and calcium oxide. For the aqueous ammonia case, the

overall efficiency of the system reached 35.09% when the rate of CO, removal is 85%.
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This is slightly higher than the typical IGCC with the pre-combustion carbon separation
system mentioned earlier, and it is lower than the cooled ammonia case mentioned above
since the process used was the chilled ammonia process instead of a cooled ammonia
process. Another conclusion that can be made from their study is that ammonia is a better
solvent than MEA in terms of several environmental indicators, such as Acidification
Potential (AP), and Human Toxicity Potential (HTP).
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Figure 2.11: A diagram of a typical IGCC with a pre-combustion carbon separation system (adapted from [93]).

Asif et al. [96] have investigated the use of an ammonia blend as a solvent for carbon
capturing in an IGCC system. Three cases of their proposed system have been studied,
namely IGCC without carbon capture, IGCC with pre-combustion carbon capture, and
IGCC with post-combustion carbon capture. After validating their model against
experimental values, the results of the simulations show that there are only minor efficiency

losses when the carbon capturing is implemented compared to the IGCC without carbon

30



capture case. The efficiency loss for the post-combustion case is 1.1%, while the pre-
combustion case has a loss of 4.3%. This is mainly due to the higher steam content mixed
with CO2 which needs to be compressed and stored along with the carbon in the pre-
combustion case compared to the post-combustion case. The steam content is higher
because of the use of the water gas shift reactor in the pre-combustion case. These results
show that post-combustion carbon capture is more efficient than pre-combustion. In both
cases, the carbon capture rate was set to 92% [96]. It has been suggested that further
economic analyses of these different cases be conducted for future research to understand

the economic feasibility of the carbon capture cases.
2.3 Comparative assessments

In this section, a comparative assessment in terms of several parameters of the novel
ammonia-based systems of carbon capture will be presented. Before going into the
comparative assessments, a list of the ammonia-based systems of carbon capture is
provided along with descriptions in Table 2.3. The first parameter to be compared is the
energy requirements for the CO- capturing in a system. Figure 2.12 presents a comparison
of the energy requirements to capture one kilogram of CO, for each of the selected
ammonia-based carbon capture systems. There are some interesting findings that deserve
to be mentioned. Firstly, the chilled ammonia process system is considered to be the
reference system in this comparison, and it has an energy requirement of 3.22 MJ kg of
CO2 captured and all other systems have significantly lower energy requirements except
for the wind turbine-based system. This indicates that recent research efforts in developing
new carbon capture systems are moving in a promising direction. The use of ammonia as
a solvent is proving beneficial and can take an important part in future carbon capturing
technologies due to its potential in producing lower energy requirement systems compared
to other solvents and other carbon capture technologies, such as cryogenics. Secondly, the
lowest energy requirement out of these selected carbon capture systems is the advanced
flash stripper with CRS system, which is based on the combination of the advanced flash
stripper and cold rich split processes. The use of combined reconfigurations of the chilled
ammonia process system is another good direction in lowering the energy requirements to

reach economically feasible carbon capture solutions. Thirdly, the wind turbine-based

31



system, which is based on the use of wind turbines and a hydrogen-producing electrolyzer,
has the highest energy requirement for capturing carbon at a value of 5.62 MJ kg™ of CO2
removed. This higher level of energy requirements for this system is attributed to two
deficiencies. The deficiency in hydrogen production by the electrolyzer and the other
deficiency is that the ammonia is not recycled and is produced by the system using the
Haber-Bosch synthesis process [81]. Ammonia is consumed to produce the ammonium
bicarbonate product. Both of these processes are energy-consuming and result in higher
energy requirements to capture the CO2 from the flue gases. Future investigations should
consider recycling the ammonia produced and using better configurations to lower the

energy requirements of the wind turbine-based system.

Table 2.3: List of systems used in the comparative study.

System System description References
Chilled ammonia The typical Chilled Ammonia Process Valenti et al. [29]
process (CAP)
Solar-assisted A thermal solar collector-assisted carbon | Liu et al. [24], Versteeg
system capture system and Rubin [97]
Wind turbine-based | A wind turbine-based carbon capture Siddiqui et al. [81]
system system with the production of

ammonium bicarbonate
Advanced flash Advanced flash stripper with a cold rich | Jiang et al. [89]
stripper with CRS | split for an ammonia-based carbon
system capture system
Combined RVC Combined RVC and CSS modifications | Ullah et al. [92]
and CSS system on the chilled ammonia process
Cooled IGCC- IGCC with post-combustion carbon Bonalumi and Giuffrida
based system capture at the cooled mode [94]

In Figure 2.13, the removal efficiencies of CO2 from the flue gases for the ammonia-based
systems are compared. The first thing to notice is that the lowest removal efficiency is
84.3% which is by the advanced flash stripper with-CRS system. This system has the
lowest energy requirement as discussed earlier. So, a careful reconsideration of this system
combined processes should be looked at in future works to improve the CO2 removal
efficiency without compromising the energy requirements of the system. Another thing to
be noticed in the figure is all the other systems are performing close to the reference system
at around 88.4%. This shows that advancing the designs of ammonia-based systems to
lower their energy requirements does not necessarily affect the CO2 removal efficiency of

these new systems. As long as the CO, removal efficiency does not fall far from the
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standard 85% value then the newly designed ammonia-based system should be proficient
[98].
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Figure 2.12: Comparative assessment of the energy requirements for the considered ammonia-based carbon capture
systems. Data for these systems are taken from references mentioned in Table 2.3.

In Table 2.4, the third parameter of this comparative assessment is presented, that is the
operational costs of running each of the selected ammonia-based carbon capture systems.
For a typical chilled ammonia process system, the cost for capturing a ton of CO; is
C$59.95. The only new system with lower costs is the advanced flash stripper with-CRS
system at a value of C$51.68 ton™ of CO,. Unfortunately, this is not a significant
improvement for the sole reason that it costs more to use additional processes than to use
a simple chilled ammonia process. The costs are lower because the energy requirements of
the advanced flash stripper with-CRS system are significantly lower than the chilled
ammonia process system. Regarding the renewable energy-based systems of carbon
capture, they cost more to operate than the reference chilled ammonia process system due
to the additional costs of adding solar cells for the solar-assisted system and adding a
hydrogen electrolyzer, and consuming ammonia for the wind turbine-based system. The
solar-assisted system and the wind turbine-based system have operational costs of C$76.2
and C$136 of ton™ of CO, captured, respectively. The combined RVC and CSS system

and the cooled IGCC-based system have no data regarding their operational costs
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according to the literature, so there is a need to conduct economic studies for them and

other recently developed systems of carbon capturing using ammonia as a solvent.
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Figure 2.13: Comparative assessment of the CO2 removal efficiency for the considered ammonia-based carbon capture
systems. Data for these systems are taken from references mentioned in Table 2.3.

Table 2.4: Comparative assessment of the operational costs for the considered ammonia-based carbon capture systems.
NA stands for Not Available.

System Operational costs | Sources

(C$ ton! of CO2

captured)
Chilled ammonia process 59.95 Valenti et al. [29]
Solar-assisted system 76.2 Versteeg and Rubin [97]
Wind turbine-based system 136 Siddiqui et al. [81]
Advanced flash stripper with CRS 51.68 Jiang et al. [89]
system
Combined RVC and CSS system NA NA
Cooled IGCC-based system NA NA

An interesting and important parameter that has not been considered before to show the
potential of a carbon capture system is the economic value of the products of such a system.
There are mainly three economically valuable outputs that can be produced by carbon
capturing systems, namely carbon tax savings, electricity or heat, and chemical products.
Increasing the value of these outputs can help mitigate the operational costs of the system
and increase the chances of making profits from a carbon capture system to reach a point
of economic feasibility and attract the fossil fuel industry to adapting such technologies
and systems.
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Figure 2.14 shows the combined price of output products and carbon tax savings for the
selected ammonia-based systems of carbon capture. There are a few points that can be
mentioned about the result of this figure. To begin with, the price of the output of the wind
turbine-based system is C$7.699 MJ* of input energy which is much higher than the other
systems by orders of magnitudes, and this is mainly because of the value of the chemical
material produced by the system, that is ammonium bicarbonate. This shows the potential
of designing carbon capture systems that produce useful chemicals to generate some
economic value to compensate for the operational costs of the carbon capturing process.
This way the system becomes environmental and economic. Other systems only provide
electricity and carbon tax savings which are much less valuable and do not have much
potential to cover the costs of the carbon capturing process. The second highest value
shown in the figure is C$0.0198 MJ? of input energy. This value is because of the low
energy requirements of the advanced flash stripper with-CRS system which is inversely
proportional to the carbon tax savings of any carbon capture system.
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Figure 2.14: Comparative assessment of the price of products and carbon tax savings for the considered ammonia-
based carbon capture systems. The logarithmic scale is used for clarity. Data for these systems are taken from
references mentioned in Table 2.3.

2.4 Future directions

This section will mention a list of possible future research directions and opportunities in
the field of ammonia-based systems of carbon capture:
e Conducting comprehensive economic feasibility studies on the newly proposed

ammonia-based systems of carbon capture.
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Building pilot-scale setups for these systems to demonstrate the concepts
experimentally and to explore the technical difficulties of operating such systems.
Encouraging the fossil fuel industry to adapt the carbon capture systems through
simulations, economic studies, experimentation, and awareness of its importance to
climate change.

Introducing more system designs to produce useful chemical commodities alongside
the carbon capturing system to reduce the overall operational costs of the system. Some
possible chemical commodities include ammonium bicarbonate, urea, and DMC.
Using different configurations to reduce the problem of ammonia slip down to less than
1%. This can be done by ammonia recycling or/and utilization in some chemical
processes.

Performing detailed economic analysis of ammonia-based carbon capture systems with
the PZ promotion has not yet been studied and it is recommended for future research.
Also, other organic promotors to be added to the aqueous ammonia for the enhanced
rate of CO> absorption need to be investigated and analyzed thermodynamically and
economically in future works.

Focusing future efforts on the LVVC configuration since it showed the highest energy
savings potential of 34% [88]. Economic analysis on this configuration is required.
Once this analysis shows economic feasibility, then moving on to the experimental
stage and prototyping becomes justifiable.

Investigating combinations of the three categories of the ammonia-based systems
mentioned in this review paper. For example, it is interesting to see how a post-
combustion carbon capturing IGCC system is integrated with renewable energy

sources.

Figure 2.15 shows how designs of carbon capturing systems are evolving towards self-

sustaining systems using the co-production of useful chemicals to compensate for the

operational costs of the system.

2.5 Closing remarks on the literature review

In this chapter, a review of the most recent ammonia-based carbon capture systems, that

were published between 2015 and 2020, has been conducted. These systems have been

36



presented and discussed in terms of their system designs, novel configurations and
integrations, their advantages, and their limitations. These recent ammonia-based carbon
capture systems are categorized into three categories, namely renewable energy-based

systems, energy savings-focused systems, and IGCC-based systems.
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Figure 2.15: Evolution of carbon capture systems.

Compared to conventional carbon capture systems, renewable energy-based systems have
the potential to lower energy requirements and lower exergy sources by using carbon-free
heat sources, as well as such systems have been proposed to use the excess electricity
produced by the renewable energy sources to co-produce useful chemical commaodities to
offset the operational costs of the carbon capture systems. Another promising approach to
reducing energy requirements is through reconfigurations of the typical ammonia-based
absorption process. The LVC configuration provides a 34.5% energy requirements

reduction, which is the highest reduction of all the configurations proposed recently.

Furthermore, a comparative study of selected ammonia-based systems of carbon capture
has been carried out. The chilled ammonia process was chosen as a reference system. In
general, the novel ammonia-based systems have significantly lower energy requirements,
which means that the effort in designing new configurations is successful and is going in
the right direction to make carbon capturing systems more viable. However, the wind
turbine-based system has higher energy requirements by 74.5%. The operational costs of

the novel renewable energy-based systems are considerably higher than the reference
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system and future work needs to focus on reducing these costs to achieve economic

feasibility. Finally, the economic advantage of co-producing chemicals has been

demonstrated. The price of the output of the chemical-producing carbon capture system is

orders of magnitudes higher than the other systems which do not produce any chemical

commodities.

2.6 Research gaps in the literature

From the above literature review, a list of research gaps in the literature are outlined here:

There is a knowledge gap in the open literature of carbon capture technologies in
studying the use of geothermal power plants as an energy supply for carbon capture.
Another knowledge gap in the literature is the use of electrochemical ammonia
synthesizers for ammonia production as a solvent for capturing carbon dioxide to
produce a useful chemical commodity.

A lack in investigating the exergoeconomics of the use of an ammonia-based
carbon capturing unit on a solid-oxide fuel cell hybrid system and producing
ammonium bicarbonate as a method of utilizing carbon dioxide. This is important
because it provides the economic feasibility of the integrated system.

There is a lack in the optimization of this integrated system in terms of exergetic
performance and costs of products.

There exists a knowledge gap in the literature on how concentrated solar collectors
can be used to assess in carbon capturing from the exhaust gases of an oxy-
combustion Brayton cycle.

There seems no work on the exergoeconomics of an oxy-combustion Brayton cycle
integrated with a supercritical carbon dioxide cycle, and the system features a solar
energy-based carbon capture and utilization unit for the production of ammonium
bicarbonate as a valuable chemical using carbon dioxide from the oxy-combustion
process.

Also, the optimization of this integrated system has yet to be investigated through

multi-objective optimization methods.
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Chapter 3: Systems Development and Experimental Setup

In this chapter, the ammonia-based carbon capturing systems investigated in this work are
described through mentioning the operations of the systems and their components. Also,
the experimental setup for the ammonium bicarbonate batch reactor along with its

procedure are explained.
3.1 Carbon capturing system 1

The first system considers a carbon capturing system that splits water (H20) for hydrogen
generation, then produces ammonia to react with the incoming CO, stream from a thermal
power plant to make ammonium bicarbonate. Ammonium bicarbonate is an inorganic salt
that is produced when carbon dioxide, water, and ammonia react chemically. The chemical
formula for this salt is NHsHCOs. Ammonium bicarbonate has several applications, such
as baking in the food industry, adhesives, farming, and cleaning products [99,100]. The
plastics and leather industries are consuming more ammonium bicarbonate year to year as
the demands on plastics and leather in the fashion industry continue to increase. The health
hazard for this chemical is minor and it can cause minimum respiratory irritation upon
inhalation and contact with eyes or skin can cause irritation. This chemical commodity is
valuable and can be sold to potentially compensate for the operational costs of the carbon
capturing system. The system is schematically shown in Figure 3.1. The system starts by
receiving power from a renewable energy source which is a wind-turbine farm in this case
to electrolyze distilled water for hydrogen generation. The hydrogen is required to be at a
high-pressure level to react with nitrogen for the production of ammonia. This can be
achieved in two possible ways. Compressing the hydrogen after it leaves the electrolyzer
and the problem with this is the high costs of purchasing a specialized hydrogen-type
compressor and the increased power input for it. Another cheaper way is to pump the water
to the desired pressure level, which is 10 bars in this process before it enters the PEM
electrolyzer so that the hydrogen output has a high-pressure level as required for the
ammonia synthesis reactor. If the hydrogen pressure required for the process was more
than 70 bars, then using a hydrogen compressor could be more feasible, but the desired
pressure for hydrogen in his process is much lower at 10 bras only. Next, the hydrogen

enters an ammonia synthesis reactor along with nitrogen in order to produce ammonia.
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Before the nitrogen enters the reactor, it gets compressed by a compressor to the operating
pressure of the reactor. This pressure is necessary to increase the amount of ammonia
produced and reduce the reaction time. Dry ammonia leaves the reactor at high pressure of
around 10 bar which is operatable according to a study by Vojvodic et al. [101]. A valve is
used to depressurize the ammonia before it enters the mixer to mix with water for making
aqueous ammonia. After that, the aqueous ammonia is supplied to the absorber to react
with the incoming CO. to produce ammonium bicarbonate similar to the work of Siddiqui
et al. [81]. This absorber can be replaced with an ambient pressure reactor that works as a
batch reactor to produce as much ammonium bicarbonate as possible. For a large-scale
plant, a parallel set of these batch reactors can be used to keep the process steady state.
Typically, ammonium bicarbonate precipitation is minimized in such absorbers to avoid
clogging, but in this case, more ammonium bicarbonate is desired and the extraction of this
ammonium bicarbonate from the reactor is needed. While one batch reactor is producing
solid ammonium bicarbonate, another parallel batch reactor can continue to absorb CO>
from the incoming flue gases. Lastly, a separator is used to separate the ammonium
bicarbonate from the rich solution. The separated rich solution can be recycled to capture

more CO; from the incoming flue gases stream.
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Figure 3.1: A wind turbine-based carbon capture system with the production of ammonium bicarbonate.
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3.2 Carbon capturing system 2

In Figure 3.2, a schematic diagram of the second proposed integrated system in this work
is presented. Natural gas, stream 17, is injected into the integrated system, and it goes
through the fuel regenerator to preheat the fuel before it mixes with steam (stream 43), with
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amolar ratio of 2:1 steam to methane. Then the mixture goes to the anode side of the SOFC.
In parallel, air (stream 19) at ambient temperature and pressure with values of 293 K and
101 KkPa, respectively, enters the system through an air compressor where it gets
compressed with a ratio of around 8. Then it goes through the air regenerator in which air
receives heat from the exhaust gases stream (stream 29), and then it goes to the cathode
side of the SOFC which is stream 21. Inside the SOFC, an electrochemical reaction takes
place that generates electric power by oxidizing the fuel and the steam. Stream 22 leaving
the anode side of the SOFC contains carbon dioxide, carbon monoxide, steam, and
hydrogen, with molar percentages of 16%, 4%, 65%, and 15%, respectively. Oxygen and
nitrogen, with molar percentages of 7.5%, and 92.5%, respectively, leave the cathode side
of the SOFC, which is stream 23. The next thermal component is the water-gas shift
membrane reactor (WGSMR) and afterburner which completes the chemical reaction by
oxidizing the carbon monoxide with steam to produce carbon dioxide and hydrogen in
stream 22. The hydrogen permeates to the other side to react with oxygen to produce high-
temperature exhaust gases in stream 25. The resulting stream 24 from the anode side of the
WGSMR-afterburner contains carbon dioxide (24.7%) and steam (75.3%), while the other
stream, named stream 25, contains nitrogen, steam, and excess oxygen (2.21%). Stream 24
goes to condenser 1 to separate the water from the carbon dioxide and this carbon dioxide
in stream 28 goes to the ammonium bicarbonate reactor. The other exhaust gases in stream
25 that are at high temperature and pressure are expanded in turbine 3 to produce power.
Then, these exhaust gases in stream 26 pass through four heat exchangers to recover some

waste heat, in order, they are fuel regenerator, air regenerator, boiler, and heater.

The Steam Rankine Cycle (SRC) operates by absorbing waste heat from the exhaust gases
in stream 30 in the boiler. The heat is absorbed to produce high-pressure (1,500 kPa)
superheated steam. This steam in stream 34 is expanded in turbine 4 to produce more
power. A mixture of saturated water leaves the turbine in stream 35, and it gets completely
condensed as it passes through condenser 2 and it supplies waste heat to the multi-effect
desalination (MED) unit for freshwater production. The last step in the SRC is for the
condensed water to be pumped to a high pressure using a pump that completes the cycle.
The heater uses low-temperature exhaust gases in stream 31 to provide space heating to the

community.
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Next, the carbon capturing subsystem which is powered by the geothermal power plant is
described. The geothermal power plant is supplied by a production well which supplies
high pressure (3,338 kPa) and high temperature (513 K) water stream (stream 1) [102,103].
Flash chamber 1 is used to lower the pressure of this stream down to 500 kPa and produce
a gas phase of water in stream 2. Next, the steam (stream 3) is separated from the liquid
water (stream 5) in separator 1. The steam is expanded in turbine 1 to produce electric
power, and then stream 4 goes directly to the reinjection well. Some of the geothermal fluid
is supplied to the carbon capturing unit for additional ammonium bicarbonate production
as shown on stream 45. The water stream (stream 5) leaving separator 1 goes through the
steps of flashing, separation, and expansion again to produce more electric power. This
makes it a double-flash geothermal power plant. Most of this electricity is supplied to the
electrochemical ammonia synthesizer. This synthesizer accepts nitrogen (stream 12) and
water (stream 11) streams with a molar ratio of 1:3 of nitrogen to water. This device
produces ammonia in stream 14 and oxygen in stream 13 using this renewable electricity.
Ammonia proceeds to the mixer in which it mixes with water (stream 44) to produce
aqueous ammonia (stream 15), while the oxygen stream is released to the environment.
The ammonia and water enter the mixer with a molar ratio of 1:1. Finally, to capture the
carbon dioxide and produce ammonium bicarbonate, the aqueous ammonia reacts with the
high purity carbon dioxide to produce ammonium bicarbonate.

3.3 Carbon capturing system 3

Figure 3.3 displays the schematic diagram of the integrated system introduced here. The
integrated system can be divided into three parts, namely the solar energy part, the gas
turbine-supercritical carbon dioxide combined cycle part, and the carbon capturing unit.
Beginning with the solar energy part, stream 1 which is liquid water is at high pressure and
low temperature is heated by absorbing heat from the concentrated solar collectors which
makes the water turn to a high pressure and high temperature steam. Then, this steam is
split into two streams, where a portion of the steam goes to the thermal energy storage for
later use when the sun is absent, while the other portion is sent to turbine 1 (T1) where the
steam in stream 4 is expanded to produce electric power to supply energy to the
elastocaloric cooling device (ECD) for meeting the cooling demands and to supply energy

to the electrochemical ammonia synthesizer (EAS).
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The elastocaloric cooling device utilizes the electric power to produce a cooling effect
using a shape memory alloy (SMA). This alloy transforms from the austinite phase to the
martensite phase which is a process that releases heat and decreases its entropy. This
transformation is induced using mechanical stress which is applied on the device. After
that, the applied mechanical stress is removed, and the phase transformation is reversed
from martensite to austinite where the SMA absorbs heat from the surroundings and
provide the cooling effect at this stage of the transformation.

Secondly, the gas turbine-supercritical carbon dioxide combined cycle part is described. It
starts with taking air and separating the oxygen from the nitrogen using a cryogenic air
separation unit which requires work input from turbine 2 (T2). Two streams leave the air
separation unit (ASU), one oxygen-rich stream called stream 20, and a nitrogen-rich stream
called stream 13 in the schematic diagram. The nitrogen-rich stream is stored in a storage
tank to control its supply to the electrochemical ammonia synthesizer. The oxygen-rich
stream goes to the combustor and gets burned with the natural gas coming from the supply
(stream 21) to produce carbon dioxide-rich exhaust gases (stream 27) that contain carbon
dioxide, steam, excess oxygen, and some residual nitrogen. The thermal energy produced
from this combustion are absorbed by the incoming air that was pressurized using
compressor 1 to have air at high pressure and temperature (stream 24). This stream gets
expanded by turbine 2 (T2) to produce electric power that supplies energy to compressor
1, and the ASU. The expanded air stream then proceeds to heat exchanger 3 (HX3) to
supply thermal energy to the bottoming cycle in which supercritical carbon dioxide is used

as a working fluid.

Stream 27 contains steam which can be extracted using the condenser which means the
stream leaving this component (stream 28) predominantly has carbon dioxide with some
residual oxygen and nitrogen. This is desirable for the carbon capturing unit. The
supercritical carbon dioxide (S-CO>) cycle works by absorbing heat from the expanded air
stream from the gas turbine cycle at a very high-pressure level. Then, the working fluid is
depressurized in turbine 3 (T3) to create more electric power. Next, the working fluid in
this cycle losses its thermal energy to the multi-effect desalination (MED) unit in order to
utilize this waste heat to further produce freshwater from seawater. Compressor 2 (C2)
completes the S-CO- cycle by increasing the pressure of the working fluid again.
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The last part of this integrated system is the carbon capturing unit. This unit receives three
streams from the other two parts mentioned earlier, which are an electric power stream
from the solar energy, nitrogen stream from the nitrogen storage tank, and a CO2-rich
stream leaving the condenser. This unit begins by producing ammonia at the
electrochemical ammonia synthesizer using nitrogen, water, and electricity. The produced
ammonia goes to the mixer where it mixes with a stream of water to make agqueous
ammonia. Finally, the agueous ammonia comes in contact with the CO,-rich stream to
produce ammonium bicarbonate in solid form and some residual oxygen and nitrogen gases

that are released to the environment.
3.4 Experimental setup and procedure

The experimental setup of the proposed ammonia-based carbon capturing unit for the
production of ammonium bicarbonate is presented for the baseline case in Figure 3.4. This
baseline represents a typical ammonium bicarbonate production batch reactor without any
additions. There are two additions that will be studied in this experimental investigation,
which are adding a metallic ferromagnetic catalyst which will be called the catalyst case.
The second addition is the electromagnetic induction heater for selective heating of the
metallic catalyst, and this will be called the induction heating case. This means that there
are three cases studied in total for this experimental investigation of the ammonium
bicarbonate production unit. The components of the setup include the batch reactor which
a three-neck glass flask with a total volume of 500 mL. One neck is attached using a glass
connector to the gas inlets of ammonia and carbon dioxide. These gas inlets are controlled
using a valve as shown in the figure. At the bottom of the glass flask, there is another valve
for controlling the volume of water displaced by the inlet gases and the volume is measured
by a graduated cylinder below the batch reactor. The reaction temperature is measured
using a stainless-steel thermocouple type K. This thermocouple is connected to a data
logger and then this logger is attached to a computer for taking measurements. The entire
experimental setup is done inside a fume hood for safety reasons and to exhaust any leakage

gases if they do occur during performing the experiments. The fume hood inside
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temperature is measured to be 23.6°C, the outside temperature is 23.8°C, and the face

velocity is 190 ft min™.

1

Thermocouple
Batch reactor :
® O k ® e e
Fume hood '.

Graduated )
cylinder Computer

‘// Data logger
e

=1

: -/Carbon dioxide inlet < —
~y. > 2

Figure 3.4: Experimental setup of ammonia-based carbon capture and ammonium bicarbonate production unit for the
baseline case.

In Figure 3.5, the experimental setup of the proposed ammonia-based carbon capturing unit
to produce ammonium bicarbonate is shown for the catalyst and induction heating cases.
This experimental setup has the following additional components. Firstly, the 22-Gauge
carbon steel catalyst pieces with a total area of 39 cm? and a total mass of 19.4 g. Secondly,
the electromagnetic induction heater which consist of a zero-voltage switching (ZVS) unit
and a copper coil wrapped around the batch reactor. In addition, a DC power source that
provides a stable 24V supply of electricity to the induction heater is used in this setup. A
clamp multimeter for measuring the current through the wire attached to the ZVS is
utilized. Finally, an extension cord with a power switch is put here to control the switching
of the induction heater depending on the temperature of the batch reactor. A closer look at

the batch reactor with the induction heater is shown in Figure 3.6.

The experimental procedure for the baseline and the catalyst cases are identical. A flow
chart of the experimental procedure explained above is shown in Figure 3.7. The procedure
starts with adding distilled water to the batch reactor with a specific volume and leaving
the remaining volume of the 500-mL glass flask filled with ambient air. By controlling the

gas valve, ammonia is injected with a 100 mL into the batch reactor. This is measured by
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how much this injected ammonia displaces water through the bottom of the batch reactor
and this displaced water is captured using the graduated cylinder. The reason behind
injecting 100 mL is to keep the ammonia-water solution at a pH level between 7 and 10.5.
This range is where ammonium bicarbonate is formed according to studies and modeling
done by Chen et al. [104]. Similarly, carbon dioxide is injected to the batch reactor with
different volumes such that the concentration of carbon dioxide relative to the air-carbon
dioxide mixture is either of three chosen compositions, which are 30%mol, 50%mol, or
80%mol of CO.. The experiment timer starts when the carbon dioxide is injected to the
reactor and the experiment runs for 30 minutes for each trial. Each trial is repeated twice
to reduce errors. During this time, multiple temperature measurements are taken. After the
run is done, the solution is drained from the batch reactor and its pH level is measured
using a Vernier pH sensor. Lastly, the solution samples are left to dry out to separate the
ammonium bicarbonate salt from the ammonia-water solution. The salt mass is measured
using a very accurate mass balance made by Mettler Toledo with a measurement increment

of 0.1 mg.

e
DC power

ZVS unit source

Fume hood

Figure 3.5: Experimental setup of the proposed ammonia-based carbon capture and ammonium bicarbonate production
unit for the catalyst and induction heating cases.

For the induction heating case, the experimental procedure differs from the above one by
turning ON the induction heater so that the metallic catalyst is selectively heated. The
induction heater is turned on when the temperature of the batch reactor is at or below 35°C
and it is turned OFF when the temperature is at 40°C. this is because having a temperature
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higher than 40°C could inhibit the production of ammonium bicarbonate. The time
intervals of turning the induction heater ON and OFF are recorded during the experiment.
Another thing that is measured is the current through the wire that supplies electricity to
the induction heater which could help us determine the power input to the heater. This is
measured every 5 minutes. Also, some typical samples of the produced ammonium

bicarbonate are presented in Figure 3.8.

b

abasi®
Fozl 40 _

_—

Steel
catalyst

el

Figure 3.6: a) Pieces of the steel catalyst used in the xperimental stup. b) A closer look at the batch reactor with the
induction heater and the catalyst pieces.

One quantity is defined here to evaluate some parameters of the experimental setup. Firstly,
the energy consumption of the induction heater over the period of experimental runs and
this is found using this expression:

ezvs = Vazvs X layg X Atoperation (3.2)
where ez, s IS the energy consumption by the induction heater using the zero-voltage
switching unit in kJ, Vs is the applied voltage to the ZVS unit in V, I,,, is the average
supplied current measured during the experiment in A, and At,perqrion 1S the operation
time of the induction heater in seconds. The experimental investigation is concerned with
an ammonium bicarbonate batch reactor that has two novel features, which are using a steel
catalyst, and an induction heater to enhance the production of ammonium bicarbonate
mass. There are three main factors that are being considered in this experimental design,
namely CO> concentration in flue gases, existence of steel catalyst, and usage of induction
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heating. In addition, the interactions between these main factors are considered for this
study. Each of the three main factors has two levels, labeled as -1 and +1 as shown in Table
3.1. The labels A, B, and C are used for the three factors as CO, concentration, steel
catalyst, and induction heater, respectively. This results in a full factorial design of

experiment with 8 experiments that need to be run as presented in Table 3.2.

Adding distilled
water to the batch EgEd Ammonia injection gerd
reactor

Carbon dioxide
injection

Taking temperature Ending the timer

and current readings after 30 minutes

Taking mass
Taking pH level Samples are left to measurements for
measurement dry out ammonium

bicarbonate

Figure 3.7: Experimental procedure for the proposed ammonia-based carbon capture and ammonium bicarbonate
production unit.

|
/ "dbies celdf \\“\‘\,““")‘)!‘
:""vv oF .22l \\\\» //////// -
Figure 3.8: Samples of the produced ammonium bicarbonate after the natural drying process for a) baseline case with
80%mol of CO2, b) catalyst case with 80%mol of CO2, and c) Induction heating case with 80%mol of COs..
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Table 3.1: Assignment levels to the main factors.
Levels | CO:zconcentration (A) | Steel catalyst (B) | Induction heater (C)

-1 30%mol Without catalyst Heater is OFF

+1 80%mol With catalyst Heater is ON

Table 3.2: Full factorial design of experiment with three factors and two levels (23).

Runs |A |B | C
1 -1 ]-1 -1
2 +1]-1 | -1
3 1 +1 -1
4 +1 | +1 | -1
5 -1 | +1 | +1
6 +1 | +1 | +1
7 -1 -1 | +1
8 +1]-1 | +1

The treatment of the experimental results from this factorial design of experiment is
conducted using the analysis of variance (ANOVA) to see the significance of the factors
and their interactions on the ammonium bicarbonate mass produced from the batch reactor.
Factors and interactions are chosen as significant according to their probability to violate

the null hypotheses of the respective factor or interaction with a p-value of 0.05.

Table 3.3 presents the measurement devices used in this experimental setup along with
their respective ranges and accuracies. These are used to find the errors caused by the
devices. Table 3.4 shows the absolute and relative errors for each measurement device used
to acquire data from the experimental setup.

The energy consumption uncertainty calculation is determined by the following relation

due to the propagation of error of measurements from the ampere meter and voltmeter.

de 2 de 2
oavs = J< ) ob + (") o @2

where g,y is the standard error (uncertainty) in energy consumption by the ZVS, oy, is the

standard error (uncertainty) by the voltmeter, and o; is the standard error (uncertainty) by

the ampere meter.
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Table 3.3: Measurement devices and their characteristics.

Devices Parameter Range Accuracy
Graduated cylinder Volume 36-100 mL | £0.5 mL
Thermocouple type K Temperature 0-80°C +2.2°C
Vernier pH sensor pH level 0-14 pH +0.02 pH
Multimeter — ASTROAI AUTO RANGING Electric current | 0-20 A +2.5%
202D DIGITAL
MN35 Voltmeter Voltage 0-100 V +0.5%
Mass scale - Mettler Toledo AB204-S Mass 0-1g +0.1 mg
Table 3.4: Absolute and relative errors of the experimental setup.
Devices Parameter Reference | Absolute | Relative
value error error (%)
Graduated cylinder Volume 50 mL 2mL 2.1
Thermocouple type K Temperature 60°C 2.2°C 3.67
Vernier pH sensor pH level 7pH 0.02pH | 0.2
Multimeter — ASTROAI AUTO Electric current | 10 A 0.02 A 25
RANGING 202D DIGITAL
MN35 Voltmeter Voltage 24 0.012v |05
Mass scale - Mettler Toledo AB204-S | Mass 05¢ 0.1 mg 0.02

To summarize and reemphasize the novelties of the integrated systems and the
experimental setup, a list of the main novelties is presented in Table 3.5. The main novelties
of the integrated systems revolve around the integration of thermal components and
recently developed electrochemical components to produce multiple useful outputs and
have the feature of carbon capture and utilization. For the experimental setup, the main
novel feature is the use of a cheap industrial catalyst in conjunction with an induction heater
for the enhancement of ammonium bicarbonate production. Also, the selective heating
feature done by the induction heater is another novelty in this experimental setup.

3.5 Calibration Data

Calibration of the thermocouple used in the experimental setup is mentioned here. A
thermal bath is used to heat water to set temperature levels and the temperature readout of
a reference thermocouple and the used thermocouple, that needs calibration, are both
recorded along with the voltage of the thermocouple. The set temperature is increased by
an increment of 5°C, then the readouts are taken after they stabilize. Figure 3.9 shows the
voltage measured against the thermocouple temperature readout. It shows a logarithmic fit
curve between these two variables which is expected for this type of thermocouple. Figure
3.10 presents a graph that shows the difference between the set temperature and the
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temperature readout by the thermocouple. The relation presented by the fit curve is used
when controlling and reporting the temperature for the experiments.

Table 3.5: Summary of novelties in the integrated systems and experimental setup.
System Novelties
System 1 - The production of ammonium bicarbonate from captured CO and green ammonia is
proposed under exergetic terms for the first time.
- The economics and cost analysis for the production of ammonium bicarbonate from
green ammonia and captured CO is investigated for the first time in the literature.
- Novel exergy and exergoeconomic analyses are conducted on this integrated system.
System 2 - An electrochemical ammonia synthesizer is implemented for the first time for carbon
capturing and production of ammonium bicarbonate.
- The implementation of a geothermal power plant as a clean source of electricity is
proposed for the first time in the open literature.
- Original exergoeconomic analysis and optimization methods are applied on this
integrated system.
System 3 - The first integration of a solar energy-based carbon capture system with an oxy-
combustion Brayton cycle for multigeneration is proposed.
- The first integration of an oxy-combustion Brayton cycle with a supercritical CO-
power cycle for combined electric power generation is introduced.
- Novel exergoeconomic analysis and optimization methods are applied on this
integrated system.
Experimental | - It is the first time in the literature to build an experimental setup to produce
setup ammonium bicarbonate with the use of a steel catalyst.
- A novel selective heating approach to reduce heat losses is introduced in this
experimental setup.
- It is the first time to use an electromagnetic induction heater for the enhancement of
ammonium bicarbonate production.

. Voltage = -1.88In(Thermocouple) + 8.97
2.9 1 R?=0.99

Measured voltage (V)

0 T T T T T T T
25 30 35 40 45 50 55 60 65

Thermocouple temperature (°C)

Figure 3.9: Voltage versus temperature thermocouple calibration graph for a stainless-steel type K thermocouple.
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Figure 3.10: Reference temperature versus thermocouple temperature calibration graph for a stainless-steel type K

thermocouple.
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Chapter 4: Modeling

This chapter mentions the thermodynamic and exergoeconomic modeling for each carbon
capturing system presented in this work. In addition, the multi-objective optimization

procedure implemented for the integrated systems is described.
4.1 Thermodynamic and exergoeconomic modeling of system 1

This section will describe the analyses and models used to simulate the ammonia-based
carbon capture system. The main assumptions of the thermodynamic model used to analyze

the system are listed as follows:

e All components operate under the conditions of steady-state and uniform flow.

e The changes of potential energy and Kinetic energy across each component of the
system are considered small compared to the enthalpy values and the work and heat
magnitudes [105].

e The pressure losses across the reactors, the PEM electrolyzer, and the pipes are
neglected.

e The compressors used in the system are assumed to behave under adiabatic conditions
and have an isentropic efficiency of 85%.

e The reference point used in this thermodynamic analysis consists of ambient pressure
and temperature of 1 bar, and 298 K, respectively.

Now, the balance equations are written in their most general form under the steady-state

and uniform flow conditions. To begin with, the mass balance equation is expressed as

Z' My = Z Moyt (4.3)
in out

This form of the mass conservation law states that the summation of the mass flow rates
going into a component equals the summation of the outlet mass flow rates. Similarly, the

energy balance equation is stated, after the above general assumptions are made, as follows.

Q + Z min(hin) = Z tmout(hout) +W (4.4)
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In this form of the energy conservation law, it is assumed that the heat is positive when it
is entering the closed system (component) and power is positive when it is produced by the

closed system. In a similar manner, the entropy balance equation is formulated as

Qx . . :
Z T + Z Min(Sin) = Z Moyt (Sout) + Sgen (4.5)
kg in out

The statement of the 2" law of thermodynamics is the entropy generation rate of an open
system is a positive magnitude. T is the temperature at which the heat is added to the
system in units of Kelvin. The last balance equation to be stated in this thermodynamic

analysis is the exergy balance equation in the steady-state form.

T, . . . . :
§ 1- T_O)Qk + E _ Min(€Xin) = § Mout(€Xout) + W + Exgese  (4.6)
k k in out

This equation can be used to find the exergy destruction rate of a single component, but
another simpler way to calculate the exergy destruction rate is possible using the following

relation.
Exdest =T, Sgen 4.7)

where T, is the reference temperature used in the analysis. Before going to the specific
assumption of each component of the system, the flowsheet produced by ASPEN Plus is
first presented in Figure 4.1 with showing the components that are to model the large-scale
system under steady-state conditions, and the numbers of state points used. The PEM

electrolyzer will be discussed and modeled separately in a later subsection.

CO2CAPT

NH,HCO,+NH,
+H,0+CO,

Figure 4.1: A flowsheet of the modeled system produced by ASPEN Plus. N2-COMP is the nitrogen compressor, ASR
is the Ammonia Synthesis Reactor, CO2CAPT is the carbon capture reactor, and SEP is the Separator.
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Starting with the first component in the flowsheet, the nitrogen compressor is modeled
according to the isentropic efficiency definition presented here
hyis — hy
Nis,N2—comp = ﬁ (4.8)
and the compressor has negligible heat losses compared to the power input. Next is the

ammonia synthesis reactor. This reactor has the following chemical reaction (4.R1)
happening inside it.

N2+ 3H2 < 2NHs (4.R1)

This reaction is exothermic and reversible. It is also assumed that the supplies of nitrogen
and hydrogen are enough based on their molar ratio for the possibility of a complete
reaction. After that, the valve is simply modeled as an isenthalpic process, meaning the
inlet-specific enthalpy of stream 4 is equal to the outlet-specific enthalpy of stream 5. For

the carbon capture reactor, the overall chemical reaction of this process is shown in 4.R2.
CO2 + NH3z + H.O —» NHsHCOs3 (4.R2)

This reactor receives flue gases with high concertation of CO2. The resultant product of
ammonium bicarbonate is in the solid phase. The reaction kinetics of producing ammonium
bicarbonate are derived from the thermodynamic model of the CO2-NH3-H>O system to
determine the concentrations of each solid and liquid phase component. This chemical
system is modeled and implemented in ASPEN Plus using the extended UNIQUAC model
developed by Darde et al. [106]. Furthermore, in this study, there is no catalyst, and this
reaction does not need a catalyst as it has been shown experimentally that ammonium
bicarbonate is produced at ambient temperature levels [107]. The reaction here is assumed
to produce ammonium bicarbonate at a 100% rate because the reaction type is batch, and
any excess products are recycled in the reactor to produce more ammonium bicarbonate
over time. The last component in this flowsheet is the separator which separates the solid
ammonium bicarbonate from the outlet solution leaving the carbon capture reactor. This
separator is adiabatic and the pressure losses across it are negligible. Also, it operates under
a constant temperature level. The purity of the ammonium bicarbonate is initially set to

100%. The fluid packages used in this ASPEN Plus model are mentioned next. Firstly, the
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fluid package setting for water, hydrogen, and oxygen (O2) is UNIFAC. Secondly, the fluid
package for nitrogen, ammonia, and carbon dioxide is NRTL. Lastly, the fluid package for
ammonium bicarbonate is extended UNIQUAC. Also, the module used for the nitrogen
compressor is a compressor module from ASPEN Plus with an isentropic efficiency of
85%, the ASR and carbon capture reactor are modeled using the STOICH reactor module
with the chemical reactions of 4.R1 and 4.R2 inputted in these reactors, respectively. The
valve module is used as a valve in the model with a discharge pressure of 1 bar. The
Separator module from ASPEN Plus is used for the separator with ammonium bicarbonate

separation efficiency of 99% and other gases are released as a mixture.

Now, the mass and energy balance equations for each of these components are presented
in Table 4.1. The entropy and exergy balance equations of each of these components are

shown in Table 4.2, respectively.

Table 4.1: Mass and energy balance equations for the carbon capture system.

Component Mass Balance Energy Balance

Nitrogen Compressor m; =m, my hy + Wya_comp = 1y hy

Ammonia synthesis reactor my +my = 1y, My hy + 13 hy = 1y hy + Qusr

Valve m, = Mg my hy = Mg hs

Carbon capture reactor ms + mg +m; s hs + Mg he + M, hy, = Mg hg + Qcozcapr
= Mg

Separator Thg = 1 + 15, g hg + Qsep = T ho + 121 hag

In order to evaluate the performance of this system, two commonly used performance
parameters are defined now. The first one is the CO capture efficiency which is defined

as

MoXco,

(4.9)

Nco,—captured = 1- -
msXco,

where x.,, is the mass flow rate ratio of CO2 in the gas mixtures. The second parameter is
the energy requirement per 1 kg of CO, captured. This is found using the following
expression:

WPEM

E = (4.10)
CO,—captured . . :
MyXco, — MoXco,
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Table 4.2: The entropy and exergy balance equations for the carbon capture system.

Component Entropy Balance Exergy Balance

Nitrogen My Sy + Sgennz—comp = My Sz | My exy + Wya_comp

Compressor = my ex; + Exdest,NZ—COMP
Ammonia 1y S, + 13 S5+ Sgenasr

. . . T | .
) m, ex, + My ex; =myex, + (1 — T—)QASR
synthesis reactor Ousr ASR

=Ty Sy + +Ex
TASR dest,ASR

Valve My Sy + Sgenvawe = Ms Ss My ex, = Mg exs + EXgest vaive

Carbon capture Mg S5 + Mg Sg + 117 S7 mg exs + mg exg + 1M, ex;

reactor + Sgen,COZCAPT = Mg exg + Exdest,COZCAPT
= 1hg Sg
QCOZCAPT
+ _
T,
Separator Qsep . To .
mg Sg + T + Sgen,sep mg exg + (1 — T )Qsep
sep sep
= Tig So = Mg exg + Myg eXqg
+ My S10 + Exdest,sep

The value of the power input to the nitrogen compressor is not included in the above
expression because it is very small compared to the power input to the PEM electrolyzer.
From the simulation work, the nitrogen compressor power input is less than 0.8% of the
PEM electrolyzer power input.

The wind turbine output power is described using the following

Wwind = EpaiGCAstB/ind,up (4.11)

where p,;, is the density of air, C,, is the power coefficient which reaches up to a maximum
value of 0.59, A; is the area swept by the blades of the wind turbine, V,,inq ., is the
upstream air speed. A reasonable value for the power coefficient is 0.35 and this value is
chosen in this study [108]. The PEM electrolyzer model is explained next. The
electrochemical reactions that take place in the electrolyzer are at two places, namely the

anode side and the cathode side. 4.R3 and 4.R4 show these reactions as follows:

Anode: H,O —» 2H" + 1/20; + 2¢ (4.R3)

Cathode: 2H" +2e° —» H» (4.R4)
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The modeling of this device has three sections, namely voltage modeling, material
modeling, and thermodynamic modeling. Starting with the voltage modeling, the PEM
electrolyzer has many cells. Assuming that all cells share the same voltage, the cell voltage
can be found using this expression:

Veeu = Via + Vact + Vonrm (4.12)

Here, it is assumed that diffusion and parasitic overpotentials are negligible according to
experimental results of PEM electrolyzers [109,110]. The first term on the right side of the
previous equation is the ideal voltage of the cell and it can be found using this formula
which is adapted from Siddiqui et al. [81]:

8.5
Via = 1229 = 7555 (Togu — 298) (4.13)

where Tpg), IS the PEM electrolyzer operating temperature in Kelvin. The second term is
the activation overpotential which represents the additional voltage required to start the
electrochemical reactions at both electrodes. Therefore, this expression is actually divided
into two overpotentials, one for the anode side and one for the cathode side.

Mathematically, they are expressed as

Vact = Vact,anode + Vact,cathode (4-14)

and

v _ RuTPEM ] lanode
act,anode — F n(

(4.15)

lo,anode

where R, is the universal gas constant with a value of 8.314 J mol™ K%, F is the Faraday’s
constant which has a value of 96485 C mol™, i,,,,q4. is the current density at the anode in
units of A cm?, and i, qnoqe IS the reference current density at the anode which is set to
be at a value of 1x10® A cm? [111]. Similarly, for the cathode side, the activation
overpotential is

RyTpem | . lcathod
Vact,cathode =— In( e e) (4-16)

F Lo,cathode

WhEre i.qihoqe iS the current density at the cathode in units of A cm?, and i, catnoqe IS the

reference current density at the cathode which is set to be at a value of 1x103 A cm [111].
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Since the parasitic overpotentials are ignored in this analysis, the following relation holds

true.

luseful = lanode = lcathode (4.17)

The last overpotential considered is the ohmic losses overpotential. This overpotential is
due to the resistances of the electrodes and the membrane. These resistances are added

linearly as

Vohm = (Ranode + Rcathode + Rmembrane)iusefulAcell (4-18)

where A, is the effective area of the cell in cm?, and the resistances due to the anode and
cathode electrodes have the same expression and value. The expression for calculating an
electrode resistance is

telpel
Acell

R, = (4.19)

where t,; is the thickness of the electrode which is set to be 1.3 mm, and p,; is the electrode
resistivity and it has a value of 7.5 mQ cm [110]. The membrane resistance is calculated in

the same manner using the following expression:

t
— _mem (4.20)

Rmem A
OmemAcell

where is the thickness of the electrode which is set to be 0.127 mm, while g,,.,, is the
membrane proton conductivity. This conductivity is found using the following model
developed by Kopitzke et al. [112].

7829

RuTPEM

Omem = 2.29exp (— ) (4.21)

This is the end of the voltage modeling part of the PEM electrolyzer. The potential in the
PEM cell model is a function of the characteristics of the cell, such as resistances and cell
area, and the potential also depends on the operating temperature of the PEM cell.
According to the above model, mass and energy flows do not affect the potential of the
PEM cell. The mass and energy flows are only affected by two parameters, the area of the
cell and the number of cells in the PEM electrolyzer stack. Next is the material modeling
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part. The first thing that can be directly calculated is the number of moles of hydrogen
produced according to the cell voltage, the useful current, and the number of cells (N,.;;)

which are all related in this mathematical expression

neFNHZ = iusefulAcellNcell (4.22)

where n, is the number of electrons in the anode reaction (it is 2 electrons per mole), and
NH20 is the molar flow rate of hydrogen produced in mol s, Another important relationship
is between the input power to the PEM electrolyzer (Wpgy,) and the voltage and useful
current. This is expressed simply as

VcelliusefulAcellNcell (4 23)
1000 '

Wpem =

The unit of this input power is KW. From the overall chemical reaction of the electrolyzer

which is shown below, it is possible to find a molar-based relation for the water consumed.
H.0 —» H; + 1/20; (4.R5)

The number of moles of hydrogen produced is assumed to be the same as the number of
moles of water consumed. It is possible to relate the consumed water with the inlet water
stream mass flow rate and the recycled water stream (Rwater) as follows:

Ny,oMy, 0

1000 = Mwater — Mrwater (4'24)

where My, , is the molecular weight of water which is 18 g mol*. Finding the oxygen mass

flow rate requires these two relations,

. N
No, = ;2 (4.25)
and
_ No, Mo, (4.26)

Moxygen = 1000

where M, is the oxygen molecular weight which has a value of 32 g mol?, and the mass

flow rate is in kg s™. The last equation to be mentioned in this part of the modeling is the

mass flow rate of the PEM electrolyzer
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My ater = mOxygen + mHydrogen + Mpwater (4-27)

The thermodynamic analysis of this PEM electrolyzer can be conducted. The energy

balance equation is written as

Myater Mwater + Wpem

= mOxygenhOxygen + mHydrogen thdrogen (4-28)

+ Mewater thater + QPEM,loss

The entropy balance equation is

Myater Swater + Sgen,PEM
= mOxygenSOxygen + mHydrogen SHydrogen (4 29)

QPEM,loss

+ Mpwater SRwater T T
PEM

And lastly, the exergy balance equation is expressed as

Myater €Xwater T Wpem
= mOxygenexOxygen + mHydrogen exHydrogen
To

TPEM

(4.30)

> QPEM,loss

+ Mpwater EXRwater + (1 -

+ EXgest,pEm

In addition, some performance parameters for this PEM electrolyzer are defined here. The

PEM energy efficiency is defined as

mHydrogenLHVHz (4 31)

NenPEM =
WpEm

where LHVy, is the lower heating value of hydrogen. Similarly, the PEM exergy efficiency
IS

ThH drogen€XHydrogen
YETogen —YET0d (4.32)

Nex,PEM =
WpEem
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The above model of the PEM electrolyzer is programmed using ASPEN Custom Modeler
as it was done by Colbertaldo et al. [113], and the flowsheet is presented in Figure 4.2.

— Hydrogen ED
C>- — - Power
Rwater
Water Oxygen

Figure 4.2: A flowsheet of the PEM electrolyzer produced by ASPEN Custom Modeler.

Next, a comprehensive exergoeconomic analysis is provided here. Starting with defining

the cost rate of the total investment of each component

_ ZiXCRFxg (4.33)

Z, .

where Z,, is the purchase cost of component k in $, ¢ is the maintenance factor and it is

taken as 1.06 in this work [114], N is the number of hours of in a year in which the system

is operating (7446 h), and CRF is the Capital Recovery Factor, and it is defined as follows

i +ip"
CRF = (4.34)

where i, is the interest rate taken as 10%, and n is the system life and it is taken as 20 years
[114]. The net investment cost rate of the system is the summation of these cost rates for

each component, and this is expressed as
Znet = ZkZ'k (4.35)
The overall cost balance equation of this system is
Ci+ Cs+ Cypy + Zper = Co + Cqp (4.36)
where C,, is the work cost rate of the wind energy power input and it is defined as

Cw = cwWpen (4.37)
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where c,, is the specific work cost of electricity. The electricity cost is chosen as $0.0827
kWh [115]. C; and Cg are the material cost rates of nitrogen and water at states 1 and 6,
respectively. These are calculated using the following expressions, respectively, as

C, = cy1ny(exy) (4.38)

Ce = ceme(exe) (4.39)

Similarly, for cost rates of streams 9 and 10, their expressions are presented, respectively,

as
Cg = Cgmg(ex@) (440)
C1o = cyoMyo(ex10) (4.41)

The auxiliary equation that complements the cost balance equation, which is based on the
P-Principle from the SPECO method [14], is shown here

C9 == C10 (442)
Now, the purchase cost functions for each component in the system are listed in Table 4.3.
4.2 Thermodynamic and exergoeconomic modeling of system 2

The thermodynamic model of the second carbon capturing system is discussed in this
section. This entire model has been implemented in the EES program created by F-Chart
Software [116].

The general assumptions made in this model for each thermal component in the integrated
system are adopted from previously published thermodynamic analysis-based papers [117—
120], and they are listed as follows: (i) All thermal processes are considered to be steady-
state. (ii) Both kinetic and potential energy differences across each thermal component are
negligible. (iii) The pressure changes across heat exchangers and pipes that connect the

components are assumed to be small.

Now, the model of every component in the integrated system will be presented. Starting
with the air compressor, this device is assumed to operate under adiabatic conditions and

has an isentropic efficiency of 70% and it is defined as [123]
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_haos — hyo

Ne = (4.43)
hao — hyo
Table 4.3: Purchase cost functions for each component in system 1 with additional relations.
Components Purchase Cost Functions ($) Additional | Sources
Relations
PEM electrolyzer Zpgy = 11000 X Wppy None [121]
Nitrogen compressor ZN2—comp - P [122,123]
My -
=711 r, ) In(n,
<0-92 - 771'5,N2—C0MP> ( p) ( p)
Ammonia synthesis 610 . None [124]
Zpsg = 133 X Wpgn
reactor :
Carbon capture . 0.56 x 3600 _ None [125]
Zcoacapr = T"H (C$h™)
reactor
Separator 1.63mg None [126]
, Lo (42 +=3%72)
sep 1000

To calculate the value of the specific enthalpy for an isentropic compressor (hy ), the air
is assumed to be an ideal gas and it follows the ideal gas law. This means that the specific
enthalpy of air depends on temperature only. The isentropic temperature of this thermal

process can be found using this relation [123]
y-1
Tos _ ()7 (4.49)

where 7, is the compression ratio, and y is the specific heat ratio which is taken to be 1.4.
Next, the models used for the air and fuel regenerators, the boiler, and the heater are
mentioned next. These four heat exchangers are assumed to have negligible heat losses to
the environment [119]. Another assumption made to calculate the specific enthalpy and
entropy of the exhaust gases is the weighted averaging method [127]. All the constituents
of the exhaust gases are assumed to follow the ideal gas law [128]. To find the specific

enthalpy of the exhaust gases stream, this is used
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Nmax

i=1
where j represents the state point of the exhaust gases stream, and i is the constituent of the
exhaust gases. x; ; is the mass ratio of the constituent i over the exhaust gases of state point
J. The exhaust gases that go through these four heat exchangers are nitrogen, water, and

excess oxygen. Similarly, the specific entropy of the exhaust gases is computed as follows

Nmax

5 = z XiiSi, (4.46)

i=1

The modeling of the SOFC is simple and drawn from the results of the paper by Aguiar et
al. [129]. The exhaust gases leaving the cathode side are simply nitrogen and oxygen, while
the composition of the exhaust gases leaving the anode side (state 22) is assumed to be
65% H20, 4% CO, 15% Ha, 16% CO> molar basis. The temperature of the gases leaving
the cathode side is set at 1,110 K, and for the anode side, it is 1,130 K. The steam, mixed
with the natural gas before they enter the SOFC, is added at a molar ratio of 2:1 H»O to
CHs. Methane is assumed to be the dominant component of the natural gas supply in this
model [129]. The pressure drop across this device is assumed small and ignored in the
analysis [130,131]. For the purposes of this study, knowing the composition of the inlet
gases and the exhaust, as well as their temperatures are sufficient thermodynamically to
calculate the specific enthalpies and entropies of the streams going in and out of the SOFC
[132]. In calculating these quantities, the weighted average method is used again along
with assuming all the gases are ideal gases [127]. The chemical reaction shown in 4.R6
that takes place on the cathode side is

2A(02 + 3.76Np) + 260 ———>» (2A - £)O2 + 2Ax3.76N, + BO* (4.R6)
where £ is the molar ratio of super oxygen molecules over one mole of methane fuel. This
represents the amount of super oxygen that permeates through the membrane in the SOFC.

Also, the chemical reaction that takes place on the anode side is described in 4.R7 [129].

CHa4+ 2H20 + fO* ——» 5[0.16CO2 + 0.04CO + 0.65H,0 + 0.15H:] (4.R7)
Now, to find the amount of power produced, the following energy efficiency relation is
used [130].
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”’SOFC
=— 4.47
Nen,soFc ) HVCH4 ( )

where LHVy, is the lower heating value for methane taken at 50,000 kJ kg [133]. The

heat losses can be computed using the energy balance equation of the SOFC which will be

presented later.

The WGSMR-afterburner model can be established in a similar way as SOFC by knowing
the composition of the exhaust gases and their temperature [134]. All the hydrogen on the
anode side permeates to the cathode side to react with the remaining oxygen. All the carbon
monoxide is converted to carbon dioxide. 4.R8 describes this chemical reaction which

produces hydrogen on the anode side [134].

5x0.04CO + 5x0.04H,0 —— 5x0.04CO2+ 5%0.04H> (4.R8)
On the cathode side, the chemical reaction which releases thermal energy to the exhaust
gases and determines the temperature of the exhaust gases leaving the cathode side is
shown in 4.R9 [134].

5x0.04H, + 5x0.15Hz + (2) - B)Oz + 2Ax3.76N; —»2(\ - 1)O3 + 0.95H20 + 2).x3.76N;
(4.R9)

The exhaust gases leaving the anode of the WGSMR-afterburner are simply 1 mole of CO>
and 3.05 moles of H2O by chemically balancing the reactions, while the exhaust gases
leaving the cathode side are steam, nitrogen, and excess oxygen. The temperature of the
exhaust gases leaving the anode side is determined by using the energy balance equation
on this thermal component which will be shown later. This reactor is assumed adiabatic

and operates under constant pressure [134].

The stream of state 24 which contains carbon dioxide and water goes to condenser 1 where
all of the water is assumed to be completely condensed and this heat exchanger operates
by losing heat to the surroundings. Before this condenser, a significant pressure drop occurs
to lower the temperature and pressure of the exhaust gases in stream 24 and make it easier
to separate the carbon dioxide from the water. On the other hand, the exhaust gases leaving
the cathode side of the WGSMR-afterburner move to be expanded by turbine 3 (T3). This
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turbine is modeled to be an adiabatic turbine and it operates under a constant isentropic

efficiency of 75%. This turbine isentropic efficiency is defined as [123]

(4.48)

To calculate the value of the specific enthalpy for an isentropic turbine (h, ), the air is
assumed to be an ideal gas and it follows the ideal gas law [127]. This means that the
specific enthalpy of air depends on temperature only. The isentropic temperature of this

thermal process can be found using this relation [123]

Y25—1
Ty6,s _ (@) Y25 (4.49)
Tas  \Pps

where y,s is the specific heat ratio of nitrogen since it is the dominant component of the

exhaust gases which is taken to be 1.3.

Turbines 1, 2, and 4 are modeled in the same way where they operate under adiabatic
conditions, and they all share the same isentropic efficiency of 75% [123]. The isentropic
efficiency is similarly defined for each turbine as shown in equation (4.46), but the fluid is
water instead of air, and water is not assumed to be an ideal gas law. The properties of
water are taken from the EES databases.

The pump power in the SRC is computed using this expression where the specific volume
of the water is assumed to be constant and the internal energy does not change across the
pump [119].

Woump = M36V36(P33 — P36) (4.50)

For condenser 2, the assumptions are no heat losses to the environment and all the saturated
water mixture leaving turbine 4 is completely condensed. The MED is modeled according
to the thermodynamic model and results presented in a paper by El-Dessouky et al. [135].
The two flash chambers in the double-flash geothermal power plant are discussed next.
The fluid is assumed to enter the two flash chambers as a compressed liquid, and it drops
in pressure according to an isenthalpic process. The separators are assumed to separate the
gas phase from the liquid phase without any residuals and these separators are assumed to

be adiabatic and have no pressure losses across them.
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Going to the electrochemical ammonia synthesizer, this device is assumed to operate under
ambient pressure and temperature conditions as these are one of the advantages of using
this device as it has been shown experimentally by Zhou et al. [136]. The chemical reaction
on the cathode side of this device is presented in 4.R10.

0.5N2 + 1.5H20 + 3¢ ——» NH3+ 1.50% (4.R10)
This chemical equation is presented by 1 mole of CO. leaving from condenser 1. The

chemical reaction on the anode side is shown in 4.R11.

1.50% —» 0.750;,+ 3¢ (4.R11)
The faradaic efficiency (FE) of this electrochemical device is defined as follows [136]
_ 2P, (4.51)
Myy, 1

where z is the number of electrons per one mole of ammonia produced, F is the Faraday
constant at a value of 96485 C mol™, My, is the molecular weight of NH4 which is 18 kg
kmol?, and I is the current that passes through the wires in Amperes (A). The electric power

consumed by this electrochemical device to produce ammonia is calculated by
WEAS == VI (452)

where V is the overpotential of the device in volts (V). The FE and V values are taken from
experimental results by Zhou et al. [136] since there is a lack of a complete model in the
literature. The heat losses of this device are determined using the energy balance equation.
Since the electric power source is the double-flash geothermal power plant, then this

relation is true.
Wgas = Wry + Wiy (4.53)

This relation helps in determining the mass flow rate of the geothermal liquid to be
withdrawn from the geothermal reservoir. The mixer operates under constant pressure, and
water at an elevated temperature mixes with the ammonia stream at a molar ratio of 1:1.
No heat losses occur during the mixing. For the ammonium bicarbonate (AB) reactor, the

chemical reaction shown in 4.R12 takes place [81].

CO2+ NH3z + HLO —— NH4HCO3 (4.R12)
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This reaction releases heat to the environment and it happens under an ambient pressure
level. All the mass and energy balance equations of every component in the integrated
system are presented in Table 4.4. Also, all the entropy and exergy balance equations of

every component in the integrated system are presented in Table 4.5.

Now, to evaluate the performance of the integrated system, several performance parameters
are defined here. The first one is the net electric power produced by the integrated system

and this is calculated using this expression
Whee = Wsope + Wrs + Wry — We + Wpump (4.54)

To evaluate the multigeneration performance of the SOFC subsystem, two kinds of
efficiencies are defined here, namely energy and exergy. These are expressed, respectively,

as

_ Wnet + Qspace + (Th42h42 - m39h39) (4-55)
Nen,soFc 117 HHV e

. . T ) . 4,56
Whet + Qspace (1 - T_O) + (Myz€X4; — M39€X39) (4.56)

space

Nex,soOFCc = ;
mi;€XxX17

Next, three parameters are defined to understand the performance of the geothermal-based
ammonia carbon capturing unit in the integrated system. The first one is the traditional
measure which is the energy required to capture one kilogram of CO..

WEAS

myg

(4.57)

EC02 —captured —

However, this parameter does not capture the performance of the double-flash geothermal
power plant. So, two similar definitions that include this plant are presented here. They are

the geothermal energy and exergy for CO- capture, and they are respectively expressed as

my (hy — hyp)
Ren.COZ—captured = m— (4.58)
28
my(ex; — exy)
Rex,COZ—captured = : (4.59)

myg
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Table 4.4: Mass and energy balance equations.

Component Mass Balance Energy Balance
F|aSh Chamber 1 T’f’ll = mz Tf’ll hl = Tf’lz hz
Separator 1 mz = Th3 + ms mz hz = Tf'l3 h3 + Tfl5 hs
Turbine 1 (T1) My = 1M, 1y hy = 1y hy + Wey
Flash chamber 2 Mg = My Mg hs = Mg hg
Separator 2 Th6 = Th7 + Thg Tf'l6 h’6 = Th7 h7 + mg h9
Turbine 2 (T2) m, = mg m, h, = g hg + Wy,
Electrochemical My + Mgy = Myg + 1y, Myq hyq + Mgy hyp + Wi
ammonia synthesizer = 143 hyz + My hyy
(EAS) + QEAS,losS
Mixer Mgy + Ty, = My Mg Ry + Mgy hyy = Mys by
Ammonium M5 + Mg = Myg Mys hys + Mgg hag = Tiyg his + Qapioss
bicarbonate (AB)
reactor
Air compressor Tiye = My Mg Rig + We = hyg Ry
Aiir regenerator My = Myq, Myg Ryg + Mg Ry = My hyy + Mgy hsp
Mye = Mg
Fuel regenerator my; = Myg, Mmyy Wiy + Myg hyg = Mg hyg + Myg hyg
Tae = Mag
SO”d-OXide Fuel mls + le + Tf'L43 mls h18 + mzl h21 + m43 h43
Cell (SOFC) = 1My, = Myy hyy + My3 Rz
+ 1,3 + Wsorc + @sorc,ioss
WGSMR-afterbUfner mzz + Tf'L23 = Tf’l24 + mzs mzz h22 + Tf’l23 h23 = m24 h24 + mzs hzs
Turb'ne 3 (T3) mzs = Th26 mzs h25 = Tfl26 h26 + WT3
Condenser 1 My, = Myy + Myg Mgy oy = My hyy + Mag hog + Qeonar
Boiler Tff3o = Tf?31 ) Mg hgg + Mgs hyz = Mzq hgy + gy hay
M33 = M3y i
Heater Mz = M3y M3y h3g = M35 h3z + Ospace
TUI’bIne 4 (T4) Th34 = Th35 Th34 h34_ = 77‘135 h35 + WT4—
Condenser 2 Th35 = Th36 ) 77‘135 h35 + 77‘137 h37 = Th36 h36 + Th38 h38
Mg, = Mgg _
Pump M3e = M33 Mze hze + Wpump = Mzz hg3
Multi-Effect Th38 = Th37, Th38 h38 + Th39 h39
Desalination (MED) m39 = m40 + m41 + m42 = Tfl37 h37 + m40 h4_0
+ 1y hyg + Mgy Ry,

Table 4.5: Entropy and exergy balance equations.

Component Entropy Balance Exergy Balance

Flash chamber 1 my s + Sgen,flashl =My S, my ex; = m;ex; + Exdest,flashl
Separator 1 My Sy + Sgen separatort 1M, ex, = 1My ex; + 1 exs

= M3 S3 + Mg S5 + Exdest,separatorl
Turbine 1 (T1) M3 S3 + Sgenr1 = M4 Sa My exs = My ex, + Wry + EXgese1
Flash chamber 2 ms Ss + Sgen,flashz = mé Se ms €xs = me €Xe + Exdest,flashz
Separator 2 Mg S + Sgen separatorz e exe = 1My eX; + 1My eXo

=My S; + Mg Sg + Exdest,separatorz
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Turbine 2 (T2)

My S7 + Sgenr2 = Mg Sg

m; ex; = Mg exg + Wy, + EXgese 12

Electrochemical

M1 S11 + Myp S12 + Sgenpas

My eXqq + Myy eXq5 + Wiyg

ammonia synthesizer = 1M,3 Sq3 = 143 eXq3
(EAS) + 1My Sy + Myy €X1y
QEAS,loss + ExdEStrEAS
+ —T
Mixer Mg S1a + Myy Sss + Sgen,mixer Mg €X14 + Mgy €Xaq
= My5 Sy = My5 €X15
+ Exdest,mixer

Ammonium Mys S15 + Mag Sag + Sgen.as My5 €Xy5 + Myg €Xog

bicarbonate (AB) = Ty Sie = My €X16
reactor Q45,1055 + EXgest,ap
+ _—
T,

Air compressor

Myg S19 + Sgenc = Mo S20

Mg eX19 + Wi = Ty exyg + EXgest,

c

Air regenerator (AR)

My Sz0 + Mag Sz9 + Sgen.ar

Myg €Xpg + Myg €Xg9

= MMy Spq = 1My Xy
+ M3 S30 + 30 €x30
+ EXgest.ar
Fuel regenerator (FR) My7 S17 + Mae Sa6 + Sgenrr M7 eX17 + Myg €Xa6
= MMyg Sig = TMyg €Xqg
+ 1My9 S29 + ng €X29
+ Exdest,FR
Solid-Oxide Fuel Cell Myg S1g + Mg Sy1 + My3 Sus Myg €X1g + My €Xoq + My3 €Xy3
(SOFC) + S"gen_sopc = Myy Xy, )
= My, S22 + 13 eXz3 + Wsope
+ My3 S23 + EXgest,sorc
QSOFC,loss
+ _
T,
WGSMR-afterburner Myy Spp + Mys Sy + Sgen,WGSMR Myy €Xgy + My3 €Xgg
= iy, Sy = Ty, €Xgy
+ Mys Sy + Mys5 exys

+ EXgest wosmr

Turbine 3 (T3)

Mys Sos + Sgents = Mag S26

a5 €Xas5 = Myg €Xz6 + Wi
+ Exdest,T3

Condenser 1

M2y S24 + Sgen,condl

Ma4 €X24 = My7 €Xz7 + Mag €Xag
+ Exdest,condl

= My; Sp7
+ 1yg Sog
+ Qc;ndl
. 0
Boiler M3g S30 + M33 S33 + Sgen boiter MMzg eX3p + M3z €X33
= M3y S31 ~ Ms1 6451
+ M3y S34 + M3y €xX34
+ Exdest,boiler
Heater M3y S31 + Sgen,heater M3y €X31 = Mg, €X3;

= m S. . TO
. 32732 + QSpace (1 - T )
+ QSpace Space
TSpace + Exdest,heater

Turbine 4 (T4)

M3y S34 + Sgen s = M35 S35

M34 X34 = M35 X35 + Wry
+ EXgestTa
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Condenser 2

Mgs S35 + M3y S37 + Sgen condz
= M3 S36
+ M3g Sz

M35 X35 + M3y €X37
= M36 €X36
+ M3g €X3g

+ Exdest,condz

Pump M36 S36 + +Sgenpump = M3z S33 M3ze €X36 + Wyump

= m33 €X33

+ +Exdest,pump
Multi-Effect Mag S3g + Mg S39 + Sgen,MED Tsg €X3g + M3g €X39

Desalination (MED) = Thg, Say = M3y eXsy
+ My S0 + m‘“’ €X40
+ 1Myq S4q My €Xyy
+ 1My, Saz + Myz €X42

+ EXgestmeD

Moreover, an exergoeconomic analysis is conducted for the second carbon capturing
system and the main objectives of this analysis are to find the costs associated with every
stream in the system, and to calculate the unit cost of exergy for the product streams in the
integrated system. Streams here can be material, work, and/or heat transfer. The
exergoeconomic analysis of this integrated system comes after analyzing it using energy
and exergy tools using the balance equations of mass, energy, entropy, and exergy. The
exergoeconomic model is established which continues the previous analysis and extend it
to study the economic aspects of this integrated system. There are multiple methods to
conduct an exergoeconomic analysis and they have been reviewed in the literature [137—
139]. The method used here is the SPECO approach which is one of the most commonly
used methods to investigate integrated energy systems as in [36,122,140-142]. To begin
with, the cost balance equation in its general form is expressed as

z. Cin,k + Cq,k + Zk = z Cout,k + Cw,k
in out

This equation has five terms that will be explained from left to right and each of these terms

(4.60)

has units of $ s1. The first term is the inlet material stream cost rate which is defined as
(4.61)

Cin = Cinmin(exin)

where c;,, is the unit cost (also called specific cost) of the inlet exergy stream in units of $

kJ. The second term of equation (4.58) is the heat transfer cost rate, and this is defined as
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. T,\ .
Cak = Cqyk (1 - T—) Qk (4.62)
k

where ¢, is the unit cost of the heat transfer exergy of component k in units of $ kJ™. The
third term of equation (4.58) is the total investment cost rate of component k. This is
calculated in two steps, calculating the capital investment using the cost function of the
specific component in consideration which comes out as a value with units $, then
converting this value to a cost rate using the following formula [114].

_ ZgXCRFX@

Zy = Nx3600 (4.63)

where Z,, is the total investment cost rate of component k, Z, is the capital investment cost
of component k in $, and this is calculated using the cost function of component k, ¢ is the
maintenance factor which accounts for the maintenance costs of component k, and it is
assumed to be 1.06 in this study [114], N is the number of operating hours of the system
in a year (7446 h), and CRF is the Capital Recovery Factor, and it can be calculated using
this expression

CRF = in(1+ i)™

= a+ion-1 (4.64)

where i,, is the interest rate assumed as 10%, and n is the system life and it is taken as 20
years in this work [114]. Cost functions for each component of the present integrated
system will be taken from different sources of the literature to better represent the capital
investment costs of each component. These cost functions will be listed later in this section.
Moving on the right-hand side of equation (4.58), the next term is the outlet material stream

cost rate which is defined as

Cout = CoutMout (€Xout) (4.65)

where ¢,y is the unit cost of the outlet exergy stream in units of $ kJ. The last term of

equation (4.58) is the work cost rate which is

Cw,k = CW,ka (466)
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where ¢, ;. is the unit cost of the work exergy of component k in units of $ kJ*, and W, is
the power output of component k. After applying the cost balance equation for every
component in the integrated system, it can be noticed that the number of cost rate unknowns
is more than the number of cost balance equations and this makes the system of equations
unsolvable. To resolve this issue, the SPECO method introduces two principles called the
Fuel Principle and the Product Principle, shortened to F-Principle and P-Principle, to obtain
auxiliary equations so that the system of equations is complete (i.e. number of unknowns
is equal to number of equations).

Before moving on to explain the F-Principle and P-Principle, it is better to clarify the
terminology of fuel and product in the context of exergoeconomic analysis. A fuel stream
IS any exergy stream that acts as a supplier of exergy to the component under consideration,
while a product stream is any exergy stream that acts as a receiver of exergy in the
component and the stream is considered to be the desired output of the component. Two
illustrative examples are given here to clarify it further. The first example is a heat
exchanger. The hot fluid supplies exergy to the component through heat transfer, so the hot
fluid stream is the fuel stream. The cold fluid in the heat exchanger is the product stream
because it receives exergy as it passes through the component, and it is desirable to increase
the temperature of this cold fluid using the heat exchanger. A second example is a turbine.
The high-temperature and high-pressure material stream that passes through the turbine is
considered the fuel stream since it supplies exergy to the turbine, while the power output
of the turbine is the product stream because it receives exergy from the turbine, and the

power output is the desired output of the turbine.

Now, the F-Principle can be explained, and it states that “the specific cost (cost per exergy
unit) associated with this removal of exergy from a fuel stream must be equal to the average
specific cost at which the removed exergy was supplied to the same stream in upstream
components” [36]. Using this principle, it is possible to obtain auxiliary equations for each
stream that exists the component under consideration, and it is associated with the
definition of fuel stream. The P-Principle states that all exergy streams associated with the
product streams share the same average unit cost [36]. Using these two principles, the

necessary number of auxiliary equations to calculate every cost rate in the integrated
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system is obtained. Further explanations and illustrations of these two principles can be

found in papers by Lazzaretto and Tsatsaronis [36], and by Shokati et al. [114].

Several performance parameters based on the exergoeconomic analysis are described here
and they are used to assess the exergoeconomic performance of each component in the
integrated system as well as the entire integrated system. The first two are the average cost
per unit exergy of fuel and the average cost per unit exergy of product which are

respectively expressed as follows [143]:

¢
Crp = Exp};'fk (4.67)
¢
Cpp = =% (4.68)
Exp'k

where the subscripts F and P stand for fuel and product, respectively. Another

exergoeconomic parameter is defined here and it is called the exergy destruction cost rate.
CD,k = CF,kExdest,k (4.69)
Lastly, the exergoeconomic factor is defined as [143]:
Zy

ﬁ‘4+@k

(4.70)

Now, it is time to show the specific equations used for each component for this
exergoeconomic analysis. Table 4.6 presents the cost balance equations and auxiliary
equations produced using the F-Principle and P-Principle for every component in the
present integrated system, as well as related assumptions for the exergoeconomic study.
Table 4.7 lists all the capital investment cost functions for each component in the present
integrated system. Some of these cost functions require additional relations to calculate
their values for the components which are also listed in the table. The overall cost rate of
the present integrated system is simply the summation of all the cost rates of the

components in the system.

Zoverall = Zk Zk (4-71)
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Similarly, the overall exergy destruction rate of the present integrated system is the
summation of all the exergy destruction rates of all the components in the system which is

expressed mathematically as

Exdest,overall = ZkExdest,k (4-72)

Table 4.8 presents the explicit expressions for the exergoeconomic performance
parameters, namely the average cost per unit exergy of fuel, the average cost per unit

exergy of product, exergy destruction cost rate, and the exergoeconomic factor, for each

component in the integrated system and for the overall integrated system.

Table 4.6: Cost balance equations for each component in system 2 with their corresponding auxiliary equations and
assumptions.

Components

Cost Balance Equations

Auxiliary Equations & Assumptions

Flash chamber
1

C; + Zflashl =,

Assumption: ¢c; = 1.3 $ G/ [114]

Separator 1 Cy + Zseparators = C3 + Cs C3—Cy _ Cs—Cp P-Principle
M3 exz—1my ex,  1ig exs—1i, exy’

Turbine 1 (T1) C3+Zp =Ci+Cpmy c3 = ¢4, F-Principle

Flash chamber Cs + Zsiasnz = Cs No auxiliary equation,

2

Separator 2 Co + Zseparator2 = C7 + Co C7—Ce Co—Cs p-Principle

Ti'l7 ex7—1h6 eXg mg EX9—m6 eXg

Turbine 2 (T2)

Cr+Zry =Cg+ Cura

¢; = cg, F-Principle

Electrochemical
ammonia

Cia+ Ciz + Cupas + Zeas

C13 = C14 = Cq,EASl P-PrlnCIp'e

. = 613 + Cl4— . . . .
synthesizer s Cwr1+ Cyr2 = Cy pas, COst balance equation
(EAS) @A for the electricity transmission between turbines

1,2 and EAS.

Assumption: c;, = 34.1 $ GJ [144]
Mixer Cia + Cas + Zyizer = Cis AsSUMPLIONS: Zyixer = 0, C4q = C34
Ammonium Cis + Cog + Zap = C16 +Cyup C16 = Cq,a5, P-Principle

bicarbonate
(AB) reactor

Air compressor

C19 + Cw,c + Zc = Czo

Assumptions: c,, . = ¢, r3 because mechanical
power for the air compressor is drawn from
turbine 3. Another assumption is air is free:
Cio=0
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Air regenerator

Czo + C29 + ZAR = Cz1 + Cso

Cp9 = C30, F-Principle

Fuel Cl7 + CZ6 + ZFR = 618 + ng 626 = ng, F-PI’II’ICIp|e
regenerator Assumptions: ¢;; = 0.004 $ MJ ™, C;, =
C17Mq,LHV oy, [145] where LHV .y, is the
lower heating value of methane and it is taken as
50000 kJ kgt [133].
Solid-Oxide Cig + Cpq + Cuz + Z.S.OFC ‘ Cw,sorc = Cq,s0Fc =
Fuel Cell = C:zz + C23 sz—(C18+C43) _
(SOFC) + Cw sorc My €Xpp— (Mg €X1g+Ta3 €X43)
; Cy3—C .
+ Casorc - 23 21 , P-Principle
Mp3 €X23—My1 €X21
Assumption: c,3 = €34
WGSMR- sz + Cz3 + ZWGSMR = Cz4 + CZS C23_C25 — CZZ_CZ4 _
afterburner Th23 ex23—m25 eXys5 Mgy €Xap—Mg, ex24'

Principle

Turbine 3 (T3)

Cos + Zr3 = Co + Cyr3

Cy5 = Cyq, F-Principle

Condenser 1

Cz4 + Zcondl = Cz7 + Czs

+ Cq,condl

C27 = C28 = Cq,cona1, P-Principle

Boiler

C30 + 633 + Zboiler = C31 + Cs4

€30 = C31, F-Principle

Heater

G + Zheater =0Cs5 + Cq,space

C31 = C3,, F-Principle

Turbine 4 (T4)

Cag +Zrg = C35+ Cyra

€34 = C35, F-Principle

Condenser 2

Css + Cs7 + Zconaz = Cs6 + Cag

C35 = C34, F-Principle

Assumption: ¢;; = 0

Pump Cs6 + Cuwpump + Zpump = Cs3 | ASSUMPLION: €,y pump = Cu,r4 bECAUSE
mechanical power for the pump is drawn from
turbine 4.
Multi-Effect Csg + C30 + Zygp C40 = C41 = C42, P-Principle
Desalination =Car + C
37 40 - . .
. . Assumption: c3o = 0, assuming seawater is free.
(MED) +Coy + Con p 39 g

Table 4.7: Captial investment cost functions for each component in system 2 with additoinal relations.

Components Capital Investment Cost Additional Relations Sources
Functions
Flash chamber 1 Zigsn1 = 0 None [146]
Separator 1 Zseparator None [126]
1.63m,
_1218 (42 +=3452)
1000
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Turbine 1 (T1) Zpy = 6000(WT1)0'7 None [126]
Flash chamber 2 Zfigsnz = 0 None [146]
Separator 2 Zseparator? None [126]
1.631m,
_1218 (42 +=375")
1000
Turbine 2 (T2) Tpy = 6000(WT2)0'7 None [126]
Electrochemical _ 2.6x10° None [121,147]
ammonia Zgas = 150 x 103 Weas
synthesizer (EAS)
Mixer Zyixer =0 None -
Ammonium . 0.56 . 1 None [125]
bicarbonate (AB) Zag = 580 28 $s7)
reactor
Air compressor Z, Pressure ratio is r, = P20 [122,123]
v P19
Mg
=711 (7> r,) In(r . . .
0.92 — 1, () in(7) Isentropic efficiency for air
. _ haos—hi9
compressor is 7, = ==—2
h20—hi9
Air regenerator Zap = 2681(A,5)%%° Heat exchanger area is A4z = [122]
Taoa9=150) \yhere 1, = 1.6
UARLMTD 4R
kW m2 K, and LMT D, =
(T29—T21)—(T30—T20)
(T29-T2D
In (70 20))
Fuel regenerator Zpp = 2681(Agg)>? Heat exchanger area is App = [122]
Masthze—h20) \yhere Uy, = 3.0
UFRLMTDFER
kW m2 K, and LMT Dy =
(T26—T18)—(T290-T17)
1 ((Tzs—Tls))
(T29-T17)
SO"d-OXide Fuel ZSOFC = 1'1ASOFC(2'96TSOFC Assuming TSOFC = T22, [148]
Cell (SOFC) —1907) ,
Area of SOFC is Agppe = 30F€,
PSOFC
where pgore = 1.6 KW m2is
the power density of SOFC.
afterburner
Turbine 3 (T3) Zrs = Wp3(1318.5 — 98.328 x | None [148]
In (Wr3))
Condenser 1 Zconar = 1773m,, None [114]
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Boiler Zyoiter = 2143 (Apoiter) > Heat exchanger area is A, ;e = | [122]
mzo(h30—h31) _
UbailerLMTDbailer’ Where Ubo”er N
2.0 kW m2? K1, and
(T30—T34)—(T31—T33)
LMTDyoj1er = = (%;30—T331‘;))33
(T31-T33)
Heater Zneater = 2681(Aneater)®>’ Heat exchanger area is [122]
A — __M31(h31-h3y)
heater UheaterLI\’ITDheaterl
where Upogeer = 1.6 KW m? K2,
and LMT Dyeqter =
(T31-Tspace)~(T32—To)
(T31-Tspace)
ln< (T32-To) )
Turbine 4 (T4) Zpy = 6000(”’/”)0-7 None [126]
Condenser 2 Zconaz = 1773135 None [114]
. 0.71
Pump Zyump = 3540 (Wmp) None [114]
Multi-Effect Zuep = 0.5(800 % 3.6 None [142]
Desalination X 2413g)
(MED)

Table 4.8: Exergoeconomic performance parameters for each component in system 2 and the overall system.

Components Cr cp Cp f

Flash Crflash1 | Cpflash1 | Cp fiasni Iriasm

chamber 1 _ _ _ ; Zflashl
=0 =0 = Cr flash1EXdest, flasni =

Zsiasn1 + Cp flashi

Separator 1

CF,separatm

CP,separator
= C3

CD,separatorl

= CF,separatorl Exdest,separ

f separatorl

Z separatorl

Zseparatorl + CD,separ

Turblne 1 CF,Tl CP,Tl CD,Tl = CF'TlExdest‘Tl f — ZT]‘ —
(T1) _ _ "+ C
=C3 = Cwr1 Zr1+Cpr1
Flash Crrlashz | Cpflashz | Cp fiash2 Iriasn2
chamber 2 _ _ _ ; Z flash2
= Cs = Ce = Cr flash2EXdest, flash2 =

Zflashz + CD,flashZ

Separator 2

CF,separatm

CP,separatm
= C7

CD,separatorz

= CF,separatorZ Exdest,separ

f separator?2

Z separator?2

ZseparatorZ + CD,separ

Turbine 2
(T2)

CrT2

Cpr2
= Cwr2

CD,TZ = CF,TzE Xdest, T2

Zry
fro=5—""—7F—
Zr, + Cpr2
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!Elelctrochem CrEAS CpEAS Cp Eas Fons = Zgas
ica _ _ _ ; 7 /
ammonia = Cw,EAS = C14 = CrpasEXgest,Eas Zas + Cppas
synthesizer
(EAS)
Mixer CFr Mixer Cp Mixer Cp Mixer fuixer .
— — _ J ZMixer
= C14 = C15 - CF,MixerExdest,Mixer == :
+ Cy4 Zpixer + CD,Mixer
Ammonium Cr.AB Cp,AB Cp,ag = Cr.aBEXgest,aB fip = _
bicarbonate —c —c B G+ Cpas
(AB) reactor 15 16 e '
+ Cyg
Alr Crc Cpc Cpc = cpcEXqest,c £ = ZC.
compressor = Cue = ¢yp Z.+Cp,
glrenerator CF,AR Cp,AR Cp,ar = CrarREXdest ar fir = ZA‘?
g = Cy9 = Cy1 Zur +Cpar
rFeue;nerator CFFR Cp FR Cp,rr = CrrREX gest,rr fn = Zrr
g = Cz6 = C1g Zpg + Cp rR
IEOIIIdE:OI)iIde Crsorc | Cp.soFc Cp,sorc fsore
uel Ce _ _ _ : Zsorc
SOFC = C13 = Cwsorc | = CpsorcEXdest,soFc =
( ) Z C
sorc + Lp,soFc
V:c/thbMR_ CrwesMr | CpwasMr | Cpwesmr fwesmr
afterburner _ _ _ : ZWGSMR
= C22 = (25 = CrwesMREXdest wesmr | = = ;
Zwesmr + CpwesMr
-(r_I‘_J:;;"“e 3 CF,T3 Cp,T3 Cpr3 = Crr3EXqest 3 fra = 7ZT.3
= C35 = Cw,T3 Zr3+Cpr3
Condenser 1 CF,cond1 Cp,cond1 CD,condl feonar .
— — _ d Zcondl
= C24 = Cz28 - CF,condlExdest,condl =~ ;
Zeonar T CD,condl
Boiler CF boiler Cp,boiler CD,boiler Fooiter .
— — _ d Zboiler
= C30 = C34 = CF,boilerExdest,boiler = :
Zboiler + CD,boiler
Heater CF,heater | CpPheater CD,heater fneater .
— — _ J Zheater
= C31 - Cq,SpaCe - CF,heaterExdest,heater == :
Zheater + CD,heater
I_I‘_Jg"“e 4 CFrTa CpTa Cpra = CrraEXqest,ra fra = 72“
= C34 = Cwra Zry+Cprs
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Condenser 2 CFr cond2 Cp,cond2 CD,condZ feonaz .
— — _ J Zcondz
= C35 = C38 = CF,condZExdest,condZ = :
Zeonaz + CD,COTle
Pump CF,pump CP,pump CD,pump fpump )
— — _ ; Z
= Cwpump| = C33 = CF,pumpExdest,pump =~ e
Zpump + CD.PumP
Multi-Effect | = gy, Cp,MED Cp,mED Funp = _ Zmmp
Desalination —c —c _ : MED = 5 4+ C
(MED) — +38 — L42 = CF,MEDExdest,MED MED D,MED
Int«igrated Cr,overall | Cp,overall CD,overall foverau .
system _ _ _ d Z yverall
=0 = Cwsorc | = CF,overallExdest,overall = :
+ Ci2 + Cow T3 Zoverai + CD,overall
+ C17 + CW,T4-
+ C39 + Ci6
+ Cy3 + (%)
+ Ca4 + Cq space

4.3 Thermodynamic and exergoeconomic modeling of system 3

This section describes the model that is used on the third carbon capturing system to assess
its thermodynamic performance. To begin with, the common assumptions among all the

components in the integrated system are listed here:

e The steady state and uniform flows are assumed at every state/stream in the
integrated system.

e The pressure losses are assumed to be very small and negligible across connecting
pipes, valves, mixer, MED unit, parabolic solar collectors, EAS device, ammonium
bicarbonate reactor, and heat exchangers.

o All gases, except steam, behaves in accordance with the ideal gas law.

e The reference temperature is 293 K, and the reference pressure is 101 kPa.

e The kinetic and potential energy differences across a component in the system are
assumed to be too small compared to the enthalpy flows that are entering or exiting
the component.

e The heat exchangers that have two fluids shown in the integrated system are

assumed to have negligible heat losses.
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e All compressors operate under adiabatic conditions and have an isentropic
efficiency of 70%, while all turbines operate under adiabatic conditions and have

an isentropic efficiency of 75%.
After that, the thermodynamic modeling for some specific components in the integrated
system are mentioned. To begin with, the parabolic solar collector model is described. The
heat transfer rate of solar energy absorbed by the collectors is calculated by knowing the

solar irradiation and the effective surface area of the collectors

Qsolar = .solarAsolar (4-73)

The effective surface area of the collectors is found using the following expression
Asotar = NsolarL(W — D) (4.74)

where ng,;4, 1S the number of modules, L is the length of a single module, D,, is the module
outer diameter, and w is the width of a single module. The details of the design of each
module are adopted from the experimental work by Zarza et al. [150]. The length of the
module pipe is 12.27 m, the module outer diameter is 0.07 m, and the width of a single
module is 5.76 m. The number of modules that can handle the electricity loads required by
the electrochemical ammonia synthesizer and the elastocaloric cooling device can be 2,000
modules of the specific design chosen here. One ratio that defines the amount of thermal
energy being stored in the thermal energy storage (TES) unit is expressed as

e= (4.75)

m;

The elastocaloric cooling device model is described now and it is adopted from the work

of Qian et al. [151]. The energy balance equation applied on this device is
Qcooling + Wcooling = Qreleased (4-76)

In order to calculate the needed cooling power, it is necessary to estimate the energy
Coefficient of Performance of the ECD (COP,, gcp) and this is done by using the reverse
Stirling thermodynamic model developed by Qian et al. [151]. It is assumed in this model
that the material properties of hysteresis entropy change are constant, as well as the heat
recovery to be complete. Firstly, the energy COP of the ECD is defined as

COPen,ECD = —Qcooling (4'77)

cooling
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The cooling load can be expressed as

Qcooling = NSMAmECD Acooling (4.78)

where N is the rate of phase transformation cycles done by the SMA in Hz, and mgp, is
the SMA mass. The SMA mass is presumed to be constant, and it has magnitude of 10 kg,
while N varies as the cooling load changes. cooting 1S the cooling load per unit of mass

per cycle which can be calculated using
Qcooling = T As — Asma (4.79)

where T, is the ECD cold side temperature in Kelvin, As is the phase transformation
specific entropy change of the SMA (kJ kg K1), and A represents the irreversibility of the
phase transformation cycle and this is called the hysteresis of the SMA in units of kJ kg™

Then, the heat released per unit of mass per cycle is defined as
Greteasea = ThAS + Asma (4.80)

where T}, is the ECD hot side temperature. After combining the above equations, the energy
COP of the ECD becomes

TcAs — Asma
(Ty, = T.)As + 2A5p4

COPen,ECD = (4-81)

Next, the exergy analysis is considered for this cooling device, and this starts by applying

the entropy and exergy balance equations as follows:

Qcooling d Qreleased
+$ — released (4.82)
Tcooling gemEeh To
. T, . .
Qcooling 1- Teoot + Wcooling = Exdest,ECD (4.83)
cooling

Also, the exergy COP of the ECD is defined as

. To
Qcooling (m - 1)

(4.84)

COPoypcp = W
cooling

85



The cryogenic air separation unit is modeled here. The model used here is a simplified one
based on the work and results of a paper by Skorek-Osikowska et al. [152]. The mass flow
rate of the incoming air is based on the theoretical combustion of methane. The theoretical
air to fuel mass (AFineoreticar) 1S 17.16. The actual air to fuel mass ratio (AF,c¢,4:) 1S found
by multiplying the excess air factor (1) by the theoretical ratio as

m19

AFgctuar = A X AFtheoreticar = m_ (4-85)
22

From the paper mentioned above, there are two important ratios that need to be defined
which are the specific work of the ASU, and the oxygen to air mass ratio and these are

expressed respectively as

(4.86)

and

RASU e (487)

Another piece of information is that the molar percentage of oxygen in the oxygen-rich
stream (stream 20) is taken to be 95%, and the inlet and exit mass streams of this unit are
assumed to share the same pressure and temperature levels. These are set at the same value
of the ambient conditions as done by Skorek-Osikowska et al. [152]. Lastly, the chemical
equation is represented as

24(02+ 3.76N2) —>» 24(0.9502 + 0.05N2) + 24(0.0502 + 3.71N2) (4.R13)

Moreover, the combustor model is described. The chemical combustion that takes place
inside this device is assumed to be adiabatic and complete (i.e. all the methane is consumed
and no monoxide exists in the exhaust gases). The pressure drop across the combustor has
a ratio of 0.951 [153]. The chemical equation that represents the combustion is

CHas+ 24(0.9502 + 0.05N2) —» CO2+2H20+2(0.954-1)02+ 0.1/N> (4.R14)

The details of the models used for the compressors, turbines, heat exchangers, pumps, the
MED unit, and the carbon capturing unit which includes the electrochemical ammonia

synthesizer, mixer and the ammonium bicarbonate reactor have been discussed earlier.
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Table 4.9 and Table 4.10 present the lists of balance equations for each component in the
integrated system which are implemented in the Engineering Equation Solver software. To
end this section, the performance parameters that are used to assess this integrated system
are outlined. Firstly, the net electric power produced by the integrated system is calculated
by

Wiee = Wry + Wy — Wagy — Wey — We, (4.88)
The mass flow rate of carbon dioxide going to the ammonium bicarbonate reactor is

Mco, = MagXco,,28 (4.89)

where xco, 25 is the mass ratio of carbon dioxide in stream 28. Then, the overall energy

and exergy efficiencies of the integrated system can be defined respectively as
r]en,overall (4.90)

_ Wnet + Qcouling + mu(hn - th) + (m38h38 - m35h35) + (m18h18 - m12h12 - rh39h39 - mcozhzs)
Qsotar + M1 HHV gy

and the overall exergy efficiency is
Tlex,averall (4 . 91)

) - T, . , . . . . .
Whet + Qcooling <—T voling 1) + miyq(exyq — exqq) + (Mzgexzg — Masexss) + (Migexsg — Myzex1, — M3geXz9 — Mcg,€Xg)
Ci

: T, .
Qsotar (1 - Tso’l)ar) + 1mp1exyy

In addition, the energy requirement to capture one kilogram of carbon dioxide is measured
using this parameter
WEAS

Mco,

(4.92)

EC02 —captured —

Although this parameter captures the carbon capturing unit performance, it does not
measure the performance of the solar collectors and carbon capturing unit combined
performance. For this reason, two similar parameters that include this solar part of the
integrated system are defined here.

QSO ar(l - 8)
Ren,co,—captured = ITH,T (4.93)
2
. To _
Qsolar (1 - Tsolar) (1 ‘S) (494)

Rex,COZ—captured = :
Mco,
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Table 4.9: Mass and energy balance equations.

Component Mass Balance Energy Balance
Pump 1 Mg = 1, e he + Woympr = M5 hy
Concentrated solar collectors my; =m, My by + Qsorar = My Ay
Pump 2 Mg = 1y, Mo hg + Wpympa = Mo hao
Heat exchanger 2 (HX2) ms = Mg, mg hy + My hyg = Mg hg + My hyy

Myg = Myq

Turbine (T1) My = My 1y hy = T hs + Wy
Heat Exchanger 1 (HX1) Mg = My thg hs = 1ig hg + Qux1
Electrochemical ammonia My, + M3 Myp iy + Mag Rge + Wi
synthesizer (EAS) = My, + My = My Ryy + Mys hys

+ QEAS,loss

Mixer

Mys + My = Myy

Mys hys + My g = My7 hyy

Ammonium bicarbonate (AB)
reactor

my; + Myg
= Myg + My,

MMy7 hy7 + 1yg hog
= Tiyg hyg + Myg hao
+ QAB,loss

Condenser

Myy; = Myg + My,

MMy hyy = Mag Rag + Myq hyq + Qona

Cryogenic air separation unit
(ASU)

Myg = My3 + My

Mg hyg + Wasy = My3 hys + Tityg hyg
+ Qusu

Compressor 1

My = My3

My hyy + Wy = Tiys hys

Combustor Moo + Mpy = Myy, | Myg hyo + Tipy hoy + Mgz Ry
Myz = My, = Mgy hyy +1My7 hyy
Turbine 2 (T2) My, = Mys Mgy hoy = Tiys hys + Wi,
Heat exchanger 3 (HX3) Mys = My, Myg Ry + Myg Npg = Myg hyg + Mgg s
Mg = M3
Turbine 3 (T3) Mz = M3y Mg hap = Mz hay + Wrs
Heat exchanger 4 (HX4) May = Mgy, Mgy hyq + Mgz Raz = Mgy hay + 1z, hay
M3z = M3y
Compressor 2 M3y = Myg Tigy hay + Wy = Tipg hyg
Multi-effect desalination (MED) Mg, = Mg, Mgy, hgy + as hag
s = Mgz haz + M36 h36
= Mze + M3y + M3y hsy + Mzg hag
+ Mmsg

Table 4.10: Entropy and exergy balance equations.

Component

Entropy Balance

Exergy Balance

Pump 1

Mme Sg + Sgen,Pumpl = my; Sy

Mg €Xg + WPumpl
= m7 €x7

+ Exdest,Pumpl

Concentrated solar
collectors

my s; +

Qsolar

Tsolar

= My s,

+ Sgen,solar

. . To
my ex; + Qsolar (1 - )
solar

= mz ex,

+ Exdest,solar
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Pump 2

Mg Sg + Sgen,pumpz = M1o S10

My exXg + Wpyumpa
=My €Xyp

+ Exdest,PumpZ

Heat exchanger 2 (HX2)

M3 S3 + My S10 + Sgen,uxz
= Mg Sg
+ My S11

ms ex; + My, €Xqg
- mg ex8
+ 1My exq44

+ EXgest nx2

Turbine 1 (T1)

My Sy + Sgen,r1 = Ms S5

my, ex, = Mg exs + Wrq + EXgese 1

Heat Exchanger 1 (HX1) | ; . Qux1 Mg exs = Mg exXe + Exdest,HXl
Mg S + Sgenux1 = Me Se + T
0

Electrochemical Myy S12 + M3g S39 + Sgen,pas Ty eX1p + Mag €X39 + Wiys
ammonia synthesizer = 1y, Sqa = My €Xq4
(EAS) + 1My5 S5 + 15 exys

Qras,loss + EXaest,pas

+ _—
T,
Mixer My5 S15 + Myg S16 T Sgen,mixer MMys €X15 + M6 eX16
= Th17 517 = m17 ex17

+ Exdest,mixer

Ammonium bicarbonate

My7 S17 + Myg Sag + Sgen.ap

My7 X7 + Myg €Xg

(AB) reactor = Tiyg Sig = Mg eXqg
+ My Sao + 7i}40 €X40
QAB,loss + ExdeSt'AB
T,
Condenser M7 S37 + Sgen.cond MMy7 €Xa7 = Tgg €Xpg + Ty €Xaq
= Mg Sag + EXgest,cona
+ T_h41 S41
Qcond
+
Ty
Cryogenic air separation Mg S19 + Sgen.asu Myg €X19 + Wysy = M3 €Xy3
unit (ASU) = 1My3 Sq3 + ﬁ.lzo exyg
+ Tflzo S20 + EXgest.asu
Qasu
Ty
Compressor 1 Moz Saz + Sgenci = Mas Sa3 Ty, exyy + Wiy = i3 €X3
+ Exdest,(:l
Combustor My Spo + Myq Sp1 + Mlgs Sy My €Xqo + My €Xyq + My3 €Xyg
+ Sgen,combustor = Th24- €X24
= Ty, Ryy + my7 exa;
+ m27 S27 + Exdest,combustor
Turbine 2 (T2) Mas Sza + Sgenz = Mas S2s Moy €Xz4 = Tiys €Xys + Wry
+ Exdest,TZ
Heat Exchanger 3 (HX3) |  1ity5 Sy5 + Tita0 Sa0 + Sgenpxs Mys €Xa5 + Myg €Xz9
= My S26 = Ty €Xo6
+ M3 S30 + 7f.l30 €X30

+ EXgest nixs

Turbine 3 (T3)

M3g Sz + Sgen,T3 =M31 531

MM3g €X30 = M3y €x31 + Wrs
+ Exdest,TS
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Heat Exchanger 4 (HX4) | 13y 531 + Mas S33 + Sgen nxa Tigq €X3q + Mgz €Xs3
= T3, S3p = M3, eX3;
+ M3y S34 + M3y €X34
+ EXgest txa
Compressor 2 Mgy S35 + S'genlc2 = Myg Syg My €xsy + Wi = Tflzg €Xzq
+ Exdest,CZ
Multi-effect desalination | 1i5, 534 + M35 S35 + Sgenmep T34 €X34 + M35 €X35
(MED) = M33 Sa3 = M3z €X33
+ 1h3g S36 + 36 €X36
+ 13y S37 + 1m37 exs;
+ Mg S3g + ﬁ.l38 €X38
+ EXgest,mED

Next, the exergoeconomic analysis which combines the concepts of exergy analysis and
basics of economics to evaluate integrated systems is described. This analysis starts with

the cost balance equation which is written in the rate form as

Z' Cin,k + Cq,k + Zk = C.‘out,k + C.‘w,k (4-95)
mn out
In this balance equation, the total investment cost rate is calculated using the following
expression
Z X CRF X
=k 7P (4.96)
N x 3600

Here, ¢ is the maintenance factor and it is taken to be 1.06 and N is the number of operating
hours of the system in a year (7446 h) [114]. CRF is the Capital Recovery Factor, and it is

expressed as

CRF = (4.97)

where i,, is the interest rate, and n is the system life, which are taken to be 10% and 20
years, respectively [114]. The explicit cost balance equations for each component of this
integrated are presented in Table 4.11 along with their auxiliary equations and assumptions.
The auxiliary equations are established using the Fuel-Principle (F-Principle) and Product-
Principle (P-Principle) which were developed by Lazzaretto and Tsatsaronis [36], and by
Shokati et al. [114]. The F-Principle can briefly be explained by saying the unit cost of fuel
entering and exiting a component stays the same, while the P-Principle can briefly be
explained by saying that products of a component share the same average unit cost. Also,

the capital investment cost functions for every component in this system are listed in Table
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4.12. In addition, the exergoeconomic analysis uses some performance parameters to
evaluate the system. These are the cost per unit exergy of fuel and product, the exergy
destruction cost rate, and the exergoeconomic factor, and these are defined respectively as
[143]:

Crx

Cri == 4,98
RS (4.98)
¢
Cop = 2% (4.99)
ExP,k
CD,k = CF,kExdest,k (4.100)
Z
fi = — (4.101)
Z + Cp

In addition, there are overall performance parameters that are required to be defined to

evaluate the entire integrated system. The overall total investment cost rate is

Zoverall = Zkzk (4-102)

The overall exergy destruction rate is

Exdest,overall = ZkExdest,k (4.103)

The overall cost per unit exergy of fuel and product are defined respectively as

Croverall = Co T C12 + €16+ Caq (4.104)

Cpoverall = Cwr2 T Cw,r3 t C18 + C38 t Cq ECD,heating (4.105)

The overall exergy destruction cost rate is

(4.106)

CD,overall = CF,overallExdest,overall

The overall exergoeconomic factor is
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Z overall

foverall ==

Z

overall + CD,overall

(4.107)

Table 4.11: Cost balance equations.

Components Cost Balance Auxiliary Equations & Assumptions
Equations
Pump 1 CG + Cw,pumpl Cwpump1l = Cw,r1
+ Zpumpl =(;
Parabolic solar Cy + Cysotar + Zsotar | ASSUMPLION: ¢ go10r = 0 [154]
collectors =,
Pump 2 Co + Cuw pump2 Cw,pumpz = Cw,r1, 8SSUMPtiON: ¢y = 2.404 $ G/ ~*

+ Zpumpz = Cyo

[155]

Heat exchanger 2
(HX2)

Cs + C10_+ Zyxa
= C8 + C11

c3 = cg, F-Principle

Turbine 1 (T1)

CotZry =Cs+Cum

¢, = cs, F-Principle

Heat Exchanger 1
(HX1)

Cs + ZH){l
=Ce + Cqnx1

cs = cg, F-Principle

Elastocaloric cooling
device (ECD)

Cq,ECD,cooling + CW,ECD
+ ZECD

= q,ECD,heating

Assumptions: Cw,ecb = Cw,T1) Cq,ECD,coo0ling = 0

Electrochemical
ammonia synthesizer
(EAS)

C12_ + Cs9 + Cy pas
+Zpas )
=C+ 05+ Cq,EAS

Cia = C15 = Cq,EA57 P-PI’InCIp|e
ASSUIT]ptiOﬂS. CW,Tl = CW,EASI C12 = 0, C39 = C13

Mixer Cis + Cig + Zyixer | AsSUMPLIONS: Zyjixer = 0, C16 = C34
- Cl7

Ammonium Cr7+ Cog + Zpp = Crg | C16 = Cao = Cq.ap, P-Principle

bicarbonate (AB) +Cypo + Cq AB

reactor '

Condenser Cyr + Zcond Ca8 = Ca1 = Cq,cona, P-Principle

=Cpg+ (4 + Cq,Cond

Cryogenic air
separation unit (ASU)

C19'+ Cw,,flsu + ZASU
= C13+ (0 + Cyasy

Ci3 = Cy9 = Cq’Asu, P'PnnC'pIe
Assumptions CW.ASU = CW,TZ! C19 =0

Compressor 1

6‘22_+ Cw,cl + ZCl
= Cy3

Assumptions: c,, . = ¢, 1, because mechanical
power for the compressor is drawn from turbine 2.
Another assumption is air is free: C,, = 0

Combustor

CZO + CZl + CZ3

+ Zpombuqtor

Cy4 = Cy7, P-Principle
Assumptions: ¢,; = 0.004 $ MJ ™1, C,, =

= Cpy + Cyy Cp1My LHV oy, [145] where LHV oy, is the lower
heating value of methane and it is taken as 50000 kJ
kg™ [133].
Turbine 2 (T2) Cos + Zry Cp4 = C3s, F-Principle
= (5 +Cyra
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Heat Exchanger 3

CZS + C29'+ ZHXS

Cys = Cyq, F-Principle

(HX3) = CZG + C30
Turbine 3 (T3) Cso + Zrs €30 = €31, F-Principle
=0C3 + CW,T3

Heat Exchanger 4
(HX4)

(531"" Css_"‘ ZHX4
= (35 + (34

C31 = C3,, F-Principle

Compressor 2

C.‘32.+ CW,CZ + ZCZ

Assumption: ¢, ., = ¢, r3 because mechanical
power for the compressor is drawn from turbine 3.

Multi-effect
desalination (MED)

C3g = C37 = C3g, P-PrlnCIp'e
Assumption: c;s = 0, assuming seawater is free.

Table 4.12: Captial investment cost functions.

Components Capital Investment Cost Functions Additional Relations Ref.
. 0.71
Pump 1 Z ump1 = 3540(Wpump1) None [114]
Parabolic solar Zsotar = 355 X Ago1ar None [156]
collectors
. 0.71
Pump 2 Zpumpz — 3540(Wpump2) None [114]
Heat exchanger 2 Zyxz = 2681(Apx)%%° The heat exchanger area is | [122]
HX2 — _Ma(hs—hg)
(FX2) Anxz = T Dy
Where UHXZ = 3.0 kW r‘n-2
K-l, and LMTDHXZ =
(T3—T11)—(Tg—T10)
T (@TTiDy
In (7))
Thermal energy 22 None [157]
storage unit (TES) Zres = 3200 M1 (hax = hao)
Turbine 1 (T1) Ty = 6000(WT1)0'7 None [126]
Heat Exchanger 1 Zyx1 = 17731 None [114]
(HX1)
Elastocaloric Zecp = 1000Wgcp None [121]
cooling device
(ECD)
Electrochemical 2.6 X 108 Economic data is taken [121,147]
ammonia Zgas = 150 x 103 Weas from references [121,147].
synthesizer (EAS)
Mixer Zyixer =0 None -
Ammonium .56 1 None [125]
bicarbonate (AB) Zap = £go Mas ($577)
reactor
Condenser Zcona = 17731m,, None [114]
Cryogenic air Zasy = 537.7 X Wy None [152]
separation unit
(ASU) _ .
Compressor 1 m i0i — 23 122,123
p Z., =711 <0 5 iz )(rd) In(r.,) Pressure ratio is 4 Py [ ]
) Me1 Isentropic efficiency for
compressor 1 is
_ h23,s — hy,
1 ™ hyy = hay

93




Combustor Zcombustor T, = @ = 0.951 [158]
. (0.018XTy4—26.4) combustor " p, | T
_ 2561y X (1+e ) [153]
_ _ (0995 - rcombustor)
Turbine 2 (T2) Zpy = Wi, (1318.5 — 98.328 X None [148]
In (Wr3))
Heat Exchanger 3 Zyxs = 2681(Ayx3)">° The heat exchanger area is | [122]
(HX3) A = Tzs(ias=hae)
HX3 ™ UpxsLMTD x5’
where Uyxs = 3.0 KW m?2
K-l, and LMTDHX3 =
(T25—T30)—(T26—T29)
T (TzsTs0y
_ In (722 75)
Turbine 3 (T3) Zp3 = Wp3(1318.5 — 98.328 X None [148]
In (Wr3))
Heat Exchanger 4 Zyxa = 2681(Ayxs)%>° The heat exchanger area is | [122]
(HX4) A, = Ms1isi=hsy)
HX4 ™ UxalMTDpxs’
where Uy, = 3.0 KW m
K-l, and LMTDHx4_ =
(T31—T34)—(T32—T33)
T (@3iTapy
In ((Frs)
Compressor 2 m ioi = P29 122,123
p Z, =711 (0 - 32 )(rcz) In(r,,) | Pressureratioisr, = [ ]
. N2 Isentropic efficiency for
compressor 2 is
— h29,s - h'32
12 ™ hye = ha
Multi-effect Zyep = 0.5(800 X 3.6 X 24 X mg) None [142]
desalination
(MED)

4.4 Multi-objective optimization procedure

The procedure starts by identifying the two objective functions that are desired to be
minimized and have a trade-off relationship. These two objective functions are the overall
unit cost of products and the overall exergy destruction rate for the entire integrated system.
Minimizing the first objective functions means reducing the costs of producing the useful
outputs of the integrated system while minimizing the second objective function indicates
increasing the exergetic performance of the integrated system. The optimization procedure
is taken from an earlier study by Al-Hamed and Dincer [159] and it is described here. The
second step in this procedure is producing data points using EES which is the software
used to analyze the system thermodynamically and exergoeconomically. The third step is
inputting these data points to another piece of software named Eurega to generate two
explicit mathematical expressions for the chosen objective functions in this optimization

study. The Eurega software keeps running to find these expressions until the stopping
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criterion which is 5 minutes of search time is reached and this is sufficient to produce
expressions with a high correlation coefficient of 0.99 or higher. Next, a MATLAB code
is written to implement the multi-objective genetic algorithm developed by Deb et al. [160].
This algorithm helps to find the Pareto front which consists of the set of optimum solutions
and their corresponding operating conditions, where the two objective functions are
optimized as best as possible. The cross-over is “intermediate” with a ratio of 1. The
mutation operator is adaptive meaning it changes throughout the search. The search of this
algorithm stops when either of the two conditions is reached. The first stopping condition
is the average spread change in the Pareto front becomes less than 1x10®. The second
stopping condition is reaching a generation number that is equivalent to 100 times the
number of decision variables chosen in the optimization procedure. System 2 decision
varibales and their corresponding constrainst are chosen according to the results of the
parametric studies conducted on this system and these are listed in Table 4.13. Similarly,
system 3 decision variables and their corresponding constraints for the optimization are
outlined in Table 4.14.

Table 4.13: Decision variables and constraints for system 2.

Decision variable Constraints
Geothermal fluid temperature (T;) 428 - 593 K
Air compressor isentropic efficiency (1,) 0.7-0.9
Turbine 3 isentropic efficiency (n13) 0.65-0.76
Boiler pressure (Ps4) 1200 — 2200 kPa
Table 4.14: Decision variables and constraints for system 3.
Decision variable Constraints
Solar irradiance (Sso1ar) 0.45 - 0.9 KW m*?
C1 compression ratio (r,;) 4-12
C1 and C2 isentropic efficiency (1.,) 0.7-0.9
T2 inlet temperature (T,,) 1170 - 1870 K

4.5 Scale-up analysis

The experimental setup discussed previously can be scaled up to a full-scale plant using a
few scaling factors for the batch reactor. To begin with, a general scaling factor can be
defined as follows:

_ Xrs

Y, =
X Xy

(4.108)
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where Xy is the under consideration variable at full-scale and X, is the variable under
consideration at the lab-scale. The first scaling factor needed for a batch reactor is the

volumetric scaling factor and this is expressed as

3
v, = VB _ (%> (4.109)
Vis  \Dis

where Dgg is the diamater of the full-scale reactor, and D; ¢ is the diamater of the lab-scale

reactor. The second factor is the heat transfer area scaling factor which is defined as

A Dpg\?
v, = oS _ (LS) (4.110)
ALS DLS

After that, the captial cost scaling ratio to estimate the full-scale reactor is

. N
CCrs _ <mAB,FS> ¢ (4.111)
CCs  \MupLs

where CC stands for the capital cost for both the lab-scale and full-scale reactors, 1, s
is the full-scale reactor ammonium bicarbonate production capacity, m,p ;5 is the lab-scale
reactor ammonium bicarbonate production capacity, and N is the cost exponent for the
batch reactor. The values of this exponent where chosen to have a range between 0.5 and
0.7 depending on the scaling factor to apporperiately represent the costs of scaling up the
batch reactor. Next, the heat transfer and temperature aspects of the scaling up the batch
reactor are investigated. This is done using the material and heat transfer differential

equations described below. The material differential equation is expressed as

dNCOg
dt

= 1c0,V (4.112)
and the heat transfer differential equation is
dT
Neo,Cp - = AHypTeo,V + UA(T, —T) (4.113)

where N, is the mole of carbon dioxide in the batch reactor (mole), ¢, is the rate of
reaction (mol s™ m™®), V is the volume of the batch reactor (m), C, is the heat capacity of

the ammonia solution (J mol* K?), AH,p is the heat of the reaction for producing
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ammonium bicabronate (J mol™), U is the heat transfer coefficeint (J K* s m™), 4 is the
surface area of the batch reactor (m?), and T, is the cooling temperature (K). Some auxiliry
equations to support this analysis are shown below. The surface area of the batch reactor
is

A =mD? (4.114)

and the volume is
T
V= A D3 (4.115)

the rate of reaction is evaluated using this expression:

k
rcoz = —koe_ﬁCCoz (4116)

where k, and k, are reaction constants experimentally evaluated as 0.0996 m s, and 1.05
kJ mol?, respectively. R is the universal constant of ideal gases (J mol* K™1). Cco, is the

carbon dioxide concentration in the batch reactor (mol m) and it is computed using this

N,
Ceo, = % (4.117)
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Chapter 5: Results and Discussion

In this chapter, the results of the modeling of the three carbon capturing systems are
presented and discussed. They each start with a base case to see the modeling results at a
single operation point. Next, parametric studies are conducted on each system to evaluate
their thermodynamic and exergoeconomic performances over ranges of operating
conditions. Optimization studies are given to show the possible optimal operating
conditions considering the overall exergy destruction rates and overall unit cost of
products. The results of the experimental investigation mentioned earlier are provided and

discussed later in this chapter.
5.1 Modeling results of system 1

This section discusses the results of the modeling of the first carbon capturing system
described earlier. The first thing to discuss is the input of the parameters of the model used.
These parameters are listed in Table 5.1. After inputting these values into the model of the
system, the output parameters resulting from the model are presented in Table 5.2. There
are some points to be outlined from the results shown in this table. Firstly, the hydrogen
production rate of the PEM electrolyzer is 0.08663 kg h™, which is reasonable considering
the power input to the electrolyzer. What is more, the heat losses of the electrolyzer are

1.594 kW, which is almost one-third of the power input to the electrolyzer.

Table 5.1: Input parameter values used for system 1 model.

Input parameter Value

Air density 1.23kgm?3
Upstream wind stream 15ms?
Swept area 6.88 m?
PEM electrolyzer power input 5 kW

PEM electrolyzer operating temperature 313K
Effective area of the cell 160 cm?
Number of cells 12

PEM electrolyzer operating pressure 1000 kPa
Inlet water molar flow rate 0.1 kmol ht
ASR operating pressure 1000 kPa
ASR operating temperature 523 K
CO2CAPT operating pressure 101 kPa
CO2CAPT operating temperature 373K
Separator efficiency 99%

98



As a result of these heat losses, the PEM electrolyzer energy and exergy efficiencies are
reported to be 57.80%, and 48.50%, respectively. The nitrogen compressor requires 0.0377
kW which is computed from the simulation. This is small compared to what is supplied to
the PEM electrolyzer because the mass flow rate of nitrogen is smaller compared to the
water input and this compressor does not involve a chemical reaction, unlike other
components in the system. Moving further down the system, the heat losses associated with
the ammonia synthesis reactor and the CO- capture reactor are 0.3379 kW, and 1.022 kW,
respectively. These are because the chemical reactions taking place are exothermic and the
chemical products have lower heating values than the reactants. This system has very good
CO- capture efficiency that is comparable to the traditional ammonia-based carbon capture
systems proposed in the literature. One more point to be made from the results of this table
is the energy requirement for capturing 1 kg of COz is higher than the chilled ammonia
process. This system requires almost 4.5 times more energy than the chilled ammonia
process, but the present carbon capture system produces a valuable chemical commodity
of ammonium bicarbonate at a rate of 2.2643 kg h™, which is orders of magnitude higher
than the hydrogen produced by the PEM electrolyzer. Finally, the net investment cost of
this carbon capturing system is reported from the exergoeconomic analysis is 0.122 $ h?,
and more interestingly is the cost of producing ammonium bicarbonate is very low, at
0.0185 $ kg*, when compared to the market price which is $0.25 per one kilogram of

ammonium bicarbonate.

Table 5.2: Output parameter values resulted from system 1 model.

Output parameter Value

Cell voltage 2171V
Current density 1.2 Acm?
Hydrogen production rate 0.08663 kg h!
PEM electrolyzer heat losses 1.594 kW
PEM electrolyzer energy efficiency 57.80%

PEM electrolyzer exergy efficiency 48.50%

QMR 0.3379 kW

: 1.022 kW
Qcozcarr
CO; capture efficiency 95.50%
Energy requirement for CO- capture 14.3 MJ kg'* of CO; captured
Net investment cost rate $0.122 ht
Cost of producing ammonium bicarbonate $0.0185 kgt
using this system
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In addition, the thermodynamic state points of the carbon capture system are given in Table
5.3. Observing the mass flow rates of the different streams, it is noticed that the majority
of the mass flow rate of the ammonium bicarbonate comes from the flue gases which
contain CO- and the water input to the carbon capture reactor. Only 21.5% of the mass
flow rate of the ammonium bicarbonate comes from the produced ammonia. This means
that significant amounts of ammonium bicarbonate are produced, and CO; is captured
using smaller amounts of ammonia and this directly reduces the energy requirements to
produce hydrogen. The ratio of ammonium bicarbonate produced over hydrogen produced
based on a mass basis is found to be 26.1. This is a huge ratio, and this means that 26 kg
of ammonium bicarbonate can be produced using only 1 kg of hydrogen and the remaining
mass comes from cheap and readily available chemical resources such as water, nitrogen,
and CO2 which is meant to be captured. Another point to be observed from this table is that
the carbon capture reactor and the separator operate under moderate temperature and

pressure levels which increases the feasibility and safety of this part of the system.

Table 5.3: Thermodynamic state points of system 1.

e Lo Lo Mass
Temperature Pressure Specific Specific Specific flow
State # Substance (K) (kPa) enthalply entr(ipy Ek\] exerg)i rate
(kJ kg?) kg' K1) (kJ kg™ (kg h)
1 Nitrogen 298 100 0 0.00391 0 0.401
2 Nitrogen 619 1000 339 0.0892 313 0.401
3 Hydrogen 313 1000 215 -8.74 2840 0.0866
4 Ammonia 523 1000 -2180 -5.64 470 0.488
5 Ammonia 523 100 -2180 -4.52 135 0.488
6 Water 323 100 -15800 -8.72 4.67 1.80
7 Carbon dioxide 423 100 -8830 0.385 18.8 1.32
Ammonium
8 bicarbonate+excess 373 100 -12400 -8.15 172 3.61
gases
9 Excess gases 373 100 -13100 -1.90 460 1.35
10 Ammonium 373 100 -10700 7.40 139 2.26
bicarbonate

One part of the exergy analysis of this carbon capture system is calculating and comparing
the exergy destruction rates of each component of the system. Table 5.4 shows the exergy
destruction rate of each component, and it can be noticed that the highest destruction rate
is found at the PEM electrolyzer with a value of 1.99 kW. This is an order of magnitude
than all the other components of the system. This shows the need to improve the efficiency

of the PEM electrolyzer to reduce the energy requirements to capture CO2 more efficiently
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in terms of exergy utilization. Looking at the carbon capture exergy destruction rate, it is
only a small fraction of the heat losses reported earlier. This means that the heat losses at

this reactor have very low energy quality and are not worth reducing or recovering.

Table 5.4: Exergy destruction rates of the components of system 1.

Component Exergy destruction rate (kW)
PEM electrolyzer 1.99

Nitrogen Compressor 0.00283

Ammonia synthesis reactor | 0.0243

Valve 0.0453

Carbon capture reactor 0.0264

Separator 0.164

5.1.1 Parametric studies of system 1

Moreover, some parameters of the system model are varied to see how the system behaves
under these changing conditions. To begin with, Figure 5.1 presents the polarization curve
of the PEM electrolyzer and it shows the initial nonlinear increase in the cell voltage as the
current density increases. This entire curve agrees very well with the experimental
modeling results of PEM electrolyzers [110,111,113]. Next, the power density of the
electrolyzer versus the current density is shown in Figure 5.2. The relation is clearly linear
throughout the range of current density from 0 to a little over 1.4 A cm™. This power
density is for a single cell in the PEM electrolyzer, and the values range from 0 to 3.12 W
cm™. This is expected because as more power is supplied to the electrolyzer, a higher
current is going through the cells, while the cell voltage remains almost constant and does
not change as rapidly as the power input. One real application for this plot is guiding the
PEM electrolyzer designers on how choosing the effective area of the cells and their
numbers could affect the power density inside the cells. A direct result of this increase in
current density is the increase in hydrogen production rate as evident in Figure 5.3. The
figure shows that as the power input increases from 0 to 6 kW, the hydrogen production
rate increases almost linearly from 0 to 50 moles per hour. A real application for this plot
is controlling the hydrogen production rate to reach desired levels by controlling the power
input when operating this electrolyzer. Even though it seems reasonable for the hydrogen
production rate to increase linearly, it is not sufficient to keep the PEM electrolyzer energy
and exergy efficiencies steady.
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Figure 5.1: Polarization curve for the PEM electrolyzer.
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Figure 5.2: Power density curve against current density for the PEM electrolyzer.

Looking at Figure 5.4, the PEM electrolyzer energy efficiency drops nonlinearly but slow
from a value of 0.644 at a current density of 0.135 A cm, down to a value of 0.564 at a
current density of 1.42 A cm™. Similarly, in Figure 5.5, the PEM electrolyzer exergy
efficiency drops nonlinearly but slow from a value of 0.540 at a current density of 0.135 A
cm?, down to a value of 0.473 at a current density of 1.42 A cm™. These results show that
it is possible to achieve higher thermodynamic efficiencies by simply increasing the area
of the cells used in the PEM electrolyzer to reduce the current density which in turn will

increase the performance of the electrolyzer. The last two mentioned graphs have a real




engineering application. These can be used when designing the effective area of the PEM
electrolyzer in order to reduce the energetic and exergetic losses at the component, not only
for this system but for understanding the general behavior when producing hydrogen using
a renewable energy source. All of the above parametric studies show the validation of the
PEM electrolyzer model programmed using ASPEN Custom Modeler and offer some

insights into the operation of this exergy destructive thermal component.
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Figure 5.3: Hydrogen production rate curve against power input for the PEM electrolyzer.
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In addition, Figure 5.6 presents the effects of wind turbine power input on the production
of ammonium bicarbonate production rate in this system. As the power input goes from
0.5 to 6 kW, the ammonium bicarbonate production rate goes up linearly from 3.22 to 33.85
mol h! for the case of 100% conversion ratio of ammonia in the carbon capture reactor.
This linear relation shows that the more power is supplied to the system, the more hydrogen
is produced as it has been seen before, the more ammonium bicarbonate is produced
linearly. As expected, the lower the conversion ratio, the lower production of ammonium
bicarbonate and it seems that the drop is nonlinear. Another important factor to study is the
CO- capture rate against varying wind turbine power input and this is shown in Figure 5.7.
The CO> capture rate increases linearly as the power input increases from 0.5 to 6 kW for
all the cases. The slopes of the CO> capture rate and the ammonium bicarbonate production
rate are very similar due to the fact that the molar ratio in the chemical reaction in the
carbon capture reactor is unity. Note that the mass flow rates of the water and carbon
dioxide entering this reactor have been increased slightly over the values in the reference
case to maximize the use of hydrogen. The previous two plots are used in the real
application of understanding how variations in the supplied wind turbine power due to
weather conditions could affect the rates of carbon dioxide capture and ammonium
bicarbonate production. This data could help engineers design an electric storage system
to make sure this carbon capturing system meets the minimum requirements for these two

rates, namely carbon capturing, and ammonium bicarbonate production.
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Figure 5.6: Ammonium bicarbonate production rate against wind turbine power input. The percentages represent the
ammonia conversion ratio in the carbon capture reactor.

1.6

—
~
1

—
N
1

-
1

100%

60%
——40%
—-+—10%

o
[o)]
1

CO, capture rate (kg h")
o o
= [

o
N
1

0 1 2 3 4 5 6
Wind turbine power input (kW)
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in the carbon capture reactor.

Figure 5.8 shows how increasing the wind turbine power input affects the energy
requirements for CO- capture in this present system. Since the carbon capture increases
linearly with power input as shown earlier, the energy requirement has a nonlinear relation
where the energy requirements increase from 12.7 to 14.5 MJ kg* of CO; captured as the
power input of the wind turbine goes from 0.5 to 6 kW for the 100% case. It seems from

the figure that the relation is mostly nonlinear from the range of 0.5 to 3 kW, beyond this
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point the relationship between the energy requirement and the power input is mostly linear.
Another interesting point to make is that, for the 10% case, the energy requirements
increased dramatically compared to all the other cases to reach very undesirable values of
around 140 MJ kg* of CO; captured. This is mainly because there is an inverse relationship
between the energy requirements and the rate of CO> capturing as indicated in equation
(8). This relation shows that there could be accelerated increases in energy requirements
when the rate of CO. is very low. The real application of this plot can be how the
conversion ratio at the carbon capturing reactor can significantly the design and rating of
this system. It shows the importance of increasing the conversion ratio through the use of
catalysts and increasing the residence time at this batch reactor to reduce the energy
requirements of the carbon capturing process. Designers can be guided by such a plot to be
motivated to increase the conversion ratio to at least a percentage of 40% to avoid

extremely high energy requirements as shown in the figure.
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Figure 5.8: Energy requirement for CO2 capture against wind turbine power input. The percentages represent the
ammonia conversion ratio in the carbon capture reactor.

5.2 Modeling results of system 2

This section will present and discuss the results of the simulation work on the second

carbon capturing integrated system. The first part presents a base case of operating this
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integrated system and shows its results at this specific operating point. Next, parametric
studies are conducted on the integrated system to observe its behavior under various

operating conditions.

Before going to the results of the base case, Table 5.5 outlines the input quantities of the
model used for this thermodynamic study on the present integrated system. After inserting
these values into the thermodynamic model described earlier, some main output values are
produced and listed in Table 5.6. Some interesting findings have resulted. To start with, a
geothermal fluid mass flow rate of 49.6 kg s is required to capture carbon dioxide and
convert it to ammonium bicarbonate. The carbon dioxide produced by the SOFC subsystem
is 0.353 kg s and the ammonia production rate is 0.137 kg s™. This ammonia production
rate consumes 4,390 kW of renewable electric power produced by the double-flash
geothermal power plant. The estimated energy requirement for CO> capture is found to be
12.4 MJ kg of CO2 which is lower than the reported value from the first carbon capturing
system where a value of 14.3 MJ kg of CO; is reported, and it used a carbon capturing
unit that involves the use of a proton-exchange membrane electrolyzer and a Haber-Bosch
ammonia synthesis reactor. This sequence of processes for ammonia production to perform
carbon capturing seems to require more energy to operate compared to the present carbon
capturing unit in this work. However, a good rate of ammonium bicarbonate production is
made from this process which is at a value of 0.634 kg s*. This could be sold to compensate

for the operating costs of running this renewable-based carbon capturing unit.

Regarding the SOFC subsystem, a large amount of thermal energy exists in the integrated
system at the SOFC with a rate of 4,130 kW as heat losses. This shows that increasing the
SOFC energy efficiency is paramount to improving the electric power of the integrated
system. The electric power output of the SOFC is 2,010 kW. Using waste heat management
cycles, like the gas turbine and the SRC, the net electric power output of the SOFC
subsystem increases to 2,270 kW, which is an increase of almost 13%. This
multigeneration system produces space heating and freshwater at a rate of 87.2 kW, and
0.419 kg s%, respectively. The energy and exergy efficiencies of the SOFC subsystem are

44.5%, and 50.5%, respectively. These agree very well with previous results from by
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Ghorbani et al. [39] where their energy and exergy efficiencies are reported to be 49.42%

and 46.83%, respectively, for their developed SOFC system.

Table 5.7 lists the thermodynamic state points resulted from the model of the integrated
system. This table contains some useful information about the integrated system. For
instance, the geothermal fluid drawn from the geothermal reservoir has a high amount of
thermal energy represented as enthalpy with a value of 1,037 kJ kg™. It is also noticed that
flash chamber 1 and separator 1 produce a relatively good amount of steam from the
geothermal fluid which is 9.33 kg s%, which represents 18.8% of the total geothermal fluid
drawn from the ground. For flash chamber 2 and separator 2, these devices produce a much
smaller percentage of steam compared to the first set at a percentage of 1.66%. This is a
natural behavior of typical double-flash geothermal power plants, but an optimization study
of these ratios to increase power production and efficiency of this plant is required. Next,
looking at the ammonium bicarbonate reactor and its production of the useful chemical, it
is seen that 0.6341 kg s is produced of ammonium bicarbonate and this production
consumes 0.1365 kg s of ammonia produced by the electrochemical ammonia synthesizer.
This means that most of the mass of the ammonium bicarbonate is composed of the added
water at the mixer and the carbon dioxide stream at state 28. On a mass basis, carbon
dioxide is captured almost 2.6 times more than the amount of ammonia produced needed
to capture the carbon dioxide. From a materials consumption perspective, this is efficient.
The geothermal fluid going to the ammonium bicarbonate reactor contains very small
amounts of carbon dioxide in it in the range of 3000 - 4000 ppm. This means that this fluid
contributes almost 0.000267 kg s which is very small compared to the amount of
ammonium bicarbonate produced by the SOFC-based multigeneration subsystem. The
main reason behind this is that this geothermal power plant is utilizes reinjection which
significantly reduces CO2 emissions to nearly zero. Table 5.8 shows the molar basis
composition of some of the exhaust gases that leave the SOFC and the WGSMR-
afterburner components. Firstly, stream 22 has a high percentage of water and this is
expected as steam is added at the anode side of the SOFC. Methane has electrochemically
reacted to some carbon dioxide, but not completely due to the fact that there are some
percentages of hydrogen (15%) and carbon monoxide (4%) as shown in the table. These
two constituents will react in the WGSMR to produce hydrogen and then permeate it to the
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other side to react with the remaining oxygen. Secondly, oxygen on the cathode side of the
SOFC reduced significantly from 21% down to 7.54% in terms of molar percentages

because lots of it got permeated to the anode side to electrochemically react with methane.

Table 5.5: Input values used for system 2 model.

Input quantity Value
Temperature of geothermal reservoir 513 K
Faradaic efficiency (FE) of EAS 40%
Constant overpotential of EAS (V) 08V
Operating temperature of EAS 293 K
Operating pressure of EAS 101 kPa
Excess air factor (1) 11

Air compressor compression ratio (r;) 8

SOFC energy efficiency 46.8%
Space desired temperature 296 K
Ambient temperature 293 K
Ambient pressure 101 kPa

Table 5.6: Output values produced from system 2 model.

Output quantity Value
Mass flow rate of geothermal fluid 49.6 kg s
Electric power output of T1 4,110 kW
Electric power output of T2 278 kW
Electricity supplied to EAS (W ,s) 4,390 kW
Ammonia production rate 0.137 kg s*
Carbon dioxide mass flow rate 0.353 kg s
Ammonium bicarbonate production rate 0.634 kg s*

Energy requirement for CO; capture
Geothermal energy for CO, capture
Geothermal exergy for CO; capture

12.4 MJ kg* of CO;
58.7 MJ kg* of CO,
29.3 MJ kg of CO;

Electric power output of SOFC 2,010 kw
Heat losses by the SOFC 4,130 kW
Electric power output of T3 772 KW
Electric power output of T4 44.1 kW
Net electric power produced by SOFC subsystem 2,270 kW
Space heating supplied 87.2 kW
Freshwater production rate 0.419 kg s*
Energy efficiency of SOFC subsystem 44.5%
Exergy efficiency of SOFC subsystem 50.5%

One of the aims of performing an exergy analysis on this integrated system is to find the
locations of the highest exergy destruction rates in order to identify where improvements
in this integrated system can be made. Looking at Figure 5.9, it is seen that the highest
exergy destruction rate occurs at T1 with a value of 5,370 kW, and it is followed by the

SOFC with a value of 4,970 kW. The main reason for the high value of exergy destruction
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rate of T1 is not the isentropic efficiency but the high mass flow rate going through this

component compared to the SOFC as evident in Table 5.7.

Table 5.7: Thermodynamic state points of system 2.

g Specific
State Material Temperatu | Pressur esr?ter?:;;lc entropy | Specific exergy (kJ Mass flow rate
# re (K) e (kPa) Y 1 (kIkg? | kg?) (kg 1)
(kI k™) | 3y
1 Water 513 3,338 1,037 2.7 248 49.55
2 Water 425 500 1,037 2.794 220.7 49.55
3 Water 425 500 2,748 6.821 7515 9.325
4 Water 319 10 2,307 7.281 1755 9.325
5 Water 425 500 640.1 1.86 97.62 40.23
6 Water 416.8 400 640.1 1.861 97.3 40.23
7 Water 416.8 400 2,738 6.896 719.5 0.6681
8 Water 319 10 2,323 7.33 176.8 0.6681
9 Water 416.8 400 604.7 1.776 86.79 39.56
10 Water 319 10 618.6 1.987 38.93 49.55
11 Water 293.2 101 -13,431 10.44 0 0.2167
12 Nitrogen 293.2 101 -5.188 6.819 0 0.1124
13 Oxygen 293.2 101 -4.566 6.393 0 0.1927
14 Ammonia 293.2 101 -2,708 11.28 22,506 0.1365
15 Aqueous 393.3 101 -8,020 1145 | 28.48 0.281
ammonia ' ' ' )
Ammonium
16 bicarbonate 373 101 -10,663 11.95 139 0.6341
17 Natural gas 293.2 808 -4,661 10.5 52,296 0.086
18 Natural gas 1295 808 -788.2 15.67 2,672 0.086
19 Air 293.2 101 293.6 5.68 0 1.623
20 Air 630.1 808 639.1 5.864 2914 1.623
21 Air 990.1 808 1,035 6.36 542.1 1.623
22 Exhaust gases 1,130 808 -9,561 10.72 1,104 0.8041
23 Exhaust gases 1,110 808 889.8 7.608 653 1.099
24 CO,+water 1,238 808 -9,841 9.583 1,116 0.7939
25 Exhaust gases 1,824 808 994.2 8.596 1,446 1.109
26 Exhaust gases 1,305 101 298.2 8.786 694.7 1.109
27 Water 373 101 -13,281 10.9 17.37 0.4407
28 CO, 373 101 -8,875 5.052 8.22 0.3532
29 Exhaust gases 1,070 101 -2.096 8.533 468.7 1.109
30 Exhaust gases 585.1 101 -581.8 7.815 99.46 1.109
31 Exhaust gases 368.2 101 -823.2 7.3 9.003 1.109
32 Exhaust gases 296.1 101 -901.8 7.063 0.01801 1.109
33 Water 363.2 1,500 378.2 1.192 31.68 0.1
34 Water 580.9 1,500 3,055 6.95 1,021 0.1
35 Water 363.1 70 2,614 7.355 461.1 0.1
36 Water 363.1 70 376.8 1.192 30.2 0.1
37 Water 345.8 35 304.3 0.9877 17.65 0.09618
38 Water 345.8 35 2,631 7.715 372 0.09618
39 Sea water 303 100 98.71 0.344 0.14 4.615
40 Brine 329.2 100 214.4 0.7015 6.2 0.8671
41 Cooling water 312.4 100 156 0.532 1.3 3.326
42 Freshwater 329.2 100 235.2 0.783 6.432 0.4198
43 Steam 1,295 808 -11,270 12.57 1,537 0.1935
44 Water 500 101 -13,038 11.46 96.27 0.1445
45 Water+CO, 319 10 618.6 1.987 38.93 0.496

Table 5.8: Molar basis composition of the exhaust gases of system 2.

iﬁ?:#qs;gases 02 N2 H20 H2 CO | CO:
22 0 0 65% 15% | 4% 16%
23 7.54% | 925% |0 0 0 0

24 0 0 75.3% |0 0 24.7%
25 2.12% | 10.1% | 87.8% |0 0 0
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The SOFC has a high rate of exergy destruction that can be improved by operating this
device at lower temperatures [161]. Other components with high exergy destruction rates
are the ammonium bicarbonate reactor (2,130 kW), electrochemical ammonia synthesizer
(1,770 kW), and Flash chamber 1 (1,356 kW). Flash chamber 1 has a high rate of exergy
destruction compared to flash chamber 2 is due to the pressure drops in these devices and
the amount of steam generated in both of them. A lot more steam is generated in flash
chamber 1 and this causes the high exergy destruction rate. This ratio of steam generation
which was discussed earlier reduces the exergy destruction rate in turbine 2 at a value of
363 kW in a similar manner as flash chamber 2. Another interesting component that has a
high exergy destruction rate is condenser 1. This component ejects water and heat to purify
the carbon dioxide for carbon capture. This device can be improved exergetically by
utilizing the water and the heat lost for some useful purposes. The exergy destruction rate
can be reduced from its current value of 875 kW down to a much lower value. Such
improvements in the integrated system can enhance the overall energy efficiency and

utilization of the energy and materials that flow through it.
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Figure 5.9: A logarithmic plot of the exergy destruction rate of the thermal components in system 2. A logarithmic
scale is used for clarity to show the smaller values better.

The results of the exergoeconomic analysis at this base case are shown in the tables below.

Table 5.9 lists the exergy rate, unit cost and cost rates of all the material streams in the
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integrated system. A few state points are worth noting here. State point 3, steam entering
turbine 1, has a cost rate of 1.02E-02 $ s, while state point 7, steam entering turbine 2,
has a cost rate of 7.05E-04 $ s™*. Even though, these two state points have similar unit costs,
they vary in their cost rate due to their exergy rates that are indicative of their potential to
produce useful work. Turbine 1 does produce more power than turbine 2 which can justify
the increased cost rate in state point 3. Another point state that needs to be discussed is 14
which is the ammonia stream produced by the electrochemical ammonia synthesizer. The
cost rate of this stream is 1.96E-02 $ s. This is higher than the geothermal fluid cost rate
by 22.5%. State point 16 is the stream of ammonium bicarbonate and it has a 2.02E-02 $
s, and this higher than ammonia by only 3.06%. However, the difference between the unit
costs of state points 1 and 16 is more than 3 orders of magnitude. More importantly, the
cost of production of ammonium bicarbonate is 0.0319 $ kg™, while the market price for
food grade ammonium bicarbonate ranges between 0.2 and 0.25 $ kg [162]. This means
that the cost of producing ammonium bicarbonate is 12.7% of the market price of this
chemical commodity. This indicates that this integrated system is economically feasible to
produce monetary value when the carbon dioxide is captured and converted to ammonium

bicarbonate.

Table 5.10 shows the exergy rates, unit costs, and cost rates associated with heat transfer
and work streams in every component of the integrated system. The first point to make
from these results is that the unit cost of work produced by turbine 1 (4.21E-06 $ ki) is
less than the unit cost of work produced by turbine 2 (7.07E-06 $ kJ). The other power
producing components have similar unit costs for their respective work streams. For the
SOFC, the unit cost is 4.17E-06 $ kJ. For turbine 3, it is 5.92E-06 $ kJ1. For turbine 4, it
is 1.30E-05 $ kJ. The highest unit cost of work is the one in turbine 4 and this is because
it cost much more to produce electric power from waste heat than to use fuel combustion
directly. Condenser 1 has a heat transfer cost rate of 1.95E-02 $ st which is high, and this
means that this heat transfer should be utilized as a useful output for some application, if
possible, to compensate for the high value of this cost rate. One parameter that is computed
from this analysis is the overall exergy destruction rate of the integrated system and it is
calculated to be 1.73E+03 kW.
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Table 5.9: Exergy rate, unit cost, and cost rates of all the state points in system 2.
State No. Exergy rate (kW) | Unit cost ($ kJ') | Cost rate ($s?)
1 1.23E+04 1.30E-06 1.60E-02
2 1.09E+04 1.46E-06 1.60E-02
3 7.01E+03 1.46E-06 1.02E-02
4 1.64E+03 1.46E-06 2.39E-03
5 3.93E+03 1.46E-06 5.74E-03
6 3.91E+03 1.47E-06 5.74E-03
7 4.81E+02 1.47E-06 7.05E-04
8 1.18E+02 1.47E-06 1.73E-04
9 3.43E+03 1.47E-06 5.03E-03
10 1.93E+03 3.94E-06 7.60E-03
11 0.00E+00 0.00E+00 0.00E+00
12 0.00E+00 3.41E-05 0.00E+00
13 0.00E+00 6.37E-06 0.00E+00
14 3.07E+03 6.37E-06 1.96E-02
15 8.00E+00 2.45E-03 1.96E-02
16 8.82E+00 2.29E-03 2.02E-02
17 4.30E+03 4.00E-06 1.72E-02
18 2.26E+02 7.89E-05 1.79E-02
19 0.00E+00 0.00E+00 0.00E+00
20 4.73E+02 7.11E-06 3.36E-03
21 8.84E+02 5.06E-06 4.48E-03
22 8.88E+02 2.29E-05 2.03E-02
23 7.18E+02 5.27E-06 3.78E-03
24 8.86E+02 2.30E-05 2.03E-02
25 1.60E+03 2.63E-06 4.21E-03
26 7.71E+02 2.63E-06 2.02E-03
27 7.66E+00 7.76E-05 5.94E-04
28 2.90E+00 7.76E-05 2.25E-04
29 5.23E+02 2.63E-06 1.37E-03
30 1.10E+02 2.63E-06 2.88E-04
31 9.98E+00 2.63E-06 2.62E-05
32 2.00E-02 2.63E-06 5.24E-08
33 3.17E+00 4.97E-06 1.58E-05
34 1.01E+02 3.18E-06 3.22E-04
35 4.59E+01 3.18E-06 1.46E-04
36 3.02E+00 3.18E-06 9.59E-06
37 0.00E+00 0.00E+00 0.00E+00
38 3.56E+01 3.85E-06 1.37E-04
39 0.00E+00 0.00E+00 0.00E+00
40 5.35E+00 1.24E-05 6.61E-05
41 4.30E+00 1.24E-05 5.31E-05
42 2.69E+00 1.24E-05 3.32E-05
43 2.94E+02 3.18E-06 9.33E-04
44 1.39E+01 3.18E-06 4.42E-05
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Table 5.10: Exergy rate, unit cost, and cost rates of all heat transfer and work streams in system 2, and exergy
destruction rates of all components. NA for not applicable.

Components Heat Work Unit Unit Heat Work Exergy
transfer | exergy cost of cost of transfer | cost rate | destruction
exergy stream heat work cost rate | ($s?) rate (kW)
stream (kW) transfer | exergy $sh
(kW) exergy ($ kI

($kIH

Flash chamber | NA NA NA NA NA NA 1.36E+03

1

Separator 1 NA NA NA NA NA NA 1.00E-04

Turbine 1 (T1) | NA 4.11E+03 | NA 4.21E-06 | NA 1.73E-02 | 5.37E+03

Flash chamber | NA NA NA NA NA NA 1.28E+01

2

Separator 2 NA NA NA NA NA NA 1.00E-04

Turbine 2 (T2) NA 2.78E+02 | NA 7.07E-06 | NA 1.96E-03 | 3.63E+02

Electrochemical | 6.28E+00 | 4.39E+03 | 6.37E-06 | 4.39E-06 | 4.00E-05 | 1.93E-02 | 1.77E+03
ammonia
synthesizer

(EAS)
Mixer NA NA NA NA NA NA 5.91E+00
Ammonium 0.00E+00 | NA 2.29E-03 | NA 0.00E+00 | NA 2.13E+03

bicarbonate
(AB) reactor

Air compressor | NA 5.61E+02 | NA 5.92E-06 | NA 3.32E-03 | 8.79E+01
Air regenerator | NA NA NA NA NA NA 2.50E+00
Fuel NA NA NA NA NA NA 4.80E+01
regenerator

Solid-Oxide 0.00E+00 | 2.01E+03 | 4.17E-06 | 4.17E-06 | 0.00E+00 | 8.40E-03 | 4.97E+03
Fuel Cell

(SOFC)

WGSMR- NA NA NA NA NA NA 4.74E+01
afterburner

Turbine 3 (T3) NA 7.72E+02 | NA 5.92E-06 | NA 4.57E-03 | 6.18E+01
Condenser 1 2.52E+02 | NA 7.76E-05 | NA 1.95E-02 | NA 8.75E+02
Boiler NA NA NA NA NA NA 1.38E+00
Heater 8.83E-01 | NA 5.39E-05 | NA 4.76E-05 | NA 9.08E+00
Turbine 4 (T4) NA 4.37E+01 | NA 1.30E-05 | NA 5.68E-04 | 1.19E+01
Condenser 2 NA NA NA NA NA NA 9.01E+00
Pump NA 1.48E-01 | NA 1.30E-05 | NA 1.93E-06 | 1.00E-04
Multi-Effect NA NA NA NA NA NA 1.38E+02
Desalination

(MED)

Table 5.11 presents the total investment cost rate and the performance parameters for the
exergoeconomic analysis of each component in the integrated system. To begin with, the
components with the highest total investment cost rates, in order, are turbine 1 (9.44E-03
$ s1), SOFC (9.24E-03 $ s1), turbine 3 (2.38E-03 $ s1), and turbine 2 (1.43E-03 $ s2).
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The total investment cost rate of the integrated system is 2.42E-02 $ s™*. Next, considering
the exergy destruction cost rates of the components in this integrated system, the highest
value is found to be in the SOFC which is 3.92E-01 $ s. Even though SOFC does not have
the highest exergy destruction rate of all the components, it has the highest cost rate
associated with exergy destruction and this is due to the unit cost of fuel for SOFC.
Interestingly, the second highest exergy destruction cost rate is identified to be in condenser
1 at a value of 2.01E-02 $ s™. This is further evidence that utilizing the heat and water
rejected by this component is necessary to improve the exergetic performance of the
integrated system. Lastly, looking at the exergoeconomic factors calculated here, the
overall exergoeconomic factor for the entire system is 2.97%. Also, turbine 1 and turbine
2 have exergoeconomic factors of 54.60% and 72.91%, respectively. SOFC has it at a
percentage of 2.30%, which indicates that lowering the exergy destruction cost rate is

needed to improve the performance of the component in terms of exergoeconomics.
5.2.1 Parametric studies of system 2

Three parametric studies are considered in this subsection, namely geothermal fluid
temperature, faradaic efficiency, and natural gas mass flow rate, to see how the integrated
system and the carbon capturing unit behave under various operating conditions. To begin
with, Figure 5.10 presents the effects of the geothermal fluid temperature on the geothermal
energy for COz capture. As the temperature of the fluid goes up from 428 to 593 K, the
geothermal energy absorbed from the reservoir drops asymptotically from 535 to 29.9 MJ.
This means that choosing a geothermal reservoir with a higher temperature is critical to the
performance of the carbon capturing unit. To further confirm this point, it is seen from the
figure that the geothermal exergy, required to capture one kilogram of CO2, drops
significantly from 121 down to 26.9 MJ. Also, the geothermal fluid mass flow rate drawn
from the reservoir drops nonlinearly from a value of 458 to 25.0 kg s™*. This dramatic drop
in the mass flow rate can reduce the piping sizes, as well as the sizes of turbines and other
components for the double-flash geothermal power plant. This is later is used to provide
electricity to the EAS for ammonia production and carbon capture. The geothermal
reservoir temperature becomes a less important factor in determining the energy required

for carbon capturing as the temperature becomes higher than 480 K. This is because the
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carbon capturing unit does not change much of its performance over the range between 480
K and 600 K. This wide range of temperature level of the geothermal reservoir gives this
integrated system the advantage of being flexible, regarding the installation location of the
double-flash geothermal power plant.

Table 5.11: Total investment cost rates and exergoeconomic performance parameters for each component in system 2
and the overall system.

Components Total Unit Unit cost | Exergy Exergoeconomic
investment cost | cost of of destruction factor
rate ($s1) fuel ($ product cost rate ($s1)

kJ?) ($ kIY

Flash chamber 1 0.00E+00 1.30E-06 | 1.46E-06 | 1.76E-03 0.00%

Separator 1 3.65E-10 1.46E-06 | 1.46E-06 | 5.06E-15 100.00%

Turbine 1 (T1) 9.44E-03 1.46E-06 | 4.21E-06 | 7.85E-03 54.60%

Flash chamber 2 0.00E+00 1.46E-06 | 1.47E-06 | 1.87E-05 0.00%

Separator 2 3.41E-10 1.47E-06 | 1.47E-06 | 0.00E+00 100.00%

Turbine 2 (T2) 1.43E-03 1.47E-06 | 7.07E-06 | 5.32E-04 72.91%

Electrochemical 3.53E-04 4.39E-06 | 6.37E-06 | 7.77E-03 4.35%

ammonia

synthesizer (EAS)

Mixer 0.00E+00 9.55E-06 | 2.45E-03 | 5.64E-05 0.00%

Ammonium 3.41E-04 2.53E-03 | 2.29E-03 | 5.38E+00 0.01%

bicarbonate (AB)

reactor

Air compressor 4.05E-05 5.92E-06 | 7.11E-06 | 5.21E-04 7.22%

Air regenerator 2.73E-05 2.63E-06 | 5.06E-06 | 6.02E-06 81.92%

Fuel regenerator 8.54E-06 2.63E-06 | 7.89E-05 | 1.27E-04 6.32%

Solid-Oxide Fuel 9.24E-03 7.89E-05 | 4.17E-06 | 3.92E-01 2.30%

Cell (SOFC)

WGSMR- 4.30E-04 2.29E-05 | 2.63E-06 | 1.09E-03 28.38%

afterburner

Turbine 3 (T3) 2.38E-03 2.63E-06 | 5.92E-06 | 1.62E-04 93.63%

Condenser 1 6.54E-06 2.30E-05 | 7.76E-05 | 2.01E-02 0.03%

Boiler 4.48E-05 2.63E-06 | 3.18E-06 | 3.61E-06 92.55%

Heater 2.14E-05 2.63E-06 | 5.39E-05 | 2.38E-05 47.34%

Turbine 4 (T4) 3.92E-04 3.18E-06 | 1.30E-05 | 3.74E-05 91.30%

Condenser 2 8.24E-07 3.18E-06 | 3.85E-06 | 2.85E-05 2.81%

Pump 4.24E-06 1.30E-05 | 4.97E-06 | 4.84E-10 99.99%

Multi-Effect 1.54E-05 3.85E-06 | 1.24E-05 | 5.30E-04 2.82%

Desalination

(MED)

Integrated system 2.42E-02 4.58E-05 | 2.38E-03 | 7.90E-01 2.97%

Figure 5.11 displays how the power outputs of the turbines in the geothermal power plant
are changing with increasing the geothermal fluid temperature. As the temperature

116



increases from 428 to 593 K, the power output of turbine 1 increases asymptotically from
1,250 to 4,280 kW. In contrast, the power output of turbine 2 decreases in the opposite
direction of turbine 1 from a value of 3,140 kW at a temperature of 428 K, down to 105
kW at a temperature of 593 K. This is evidence that using a double flash feature in a
geothermal power plant becomes less necessary as the geothermal fluid temperature
increases. So, increasing the geothermal fluid temperature by choosing a proper geothermal
reservoir can reduce the capital and operation costs of this integrated system. This is
because it is possible to simplify the power plant from double flash down to a single flash
geothermal power plant. Looking deeper at the double-flash geothermal power plant, it is
noticed that the geothermal reservoir temperature affects the ratio of power generation of
turbine 1 and turbine 2 in the power plant. This ratio needs to be optimized by reducing
costs and increasing total power generation to be supplied to the carbon capturing unit
using two factors, namely the geothermal reservoir temperature (choosing a proper
location), and through controlling the pressure drops across the two flash chambers. From
the figure, most of the power generation supplied to the EAS is provided by turbine 1 when
the geothermal reservoir temperature is higher than 570 K. This indicates that adjusting the
pressure drops across flash chamber 1 needs to be optimized better, so that turbine 2 can
produce more power.
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Figure 5.10: A plot of the geothermal energy/exergy for CO2 capture and the geothermal fluid mass flow rate versus

geothermal fluid temperature.
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Figure 5.12 shows how the geothermal fluid temperature affects the exergy destruction
rates of the turbines and flash chambers in the double-flash geothermal power plant. There
is a strong correlation between the exergy destruction rate of turbine 1 and its electric power
output. The exergy destruction rate of turbine 1 increases asymptotically from 1,630 kW
at a geothermal fluid temperature of 428 K to as high as 5,590 kW when the temperature
of the fluid is 593 K. However, the exergy destruction rate of turbine 2 has an inverse
relation with the geothermal fluid temperature. In addition, looking at the exergy
destruction rate of flash chamber 1, it increases linearly from 28.8 to 2,520 kW as the fluid
temperature increases in the mentioned range. The slope of this increase is huge. On the
other hand, the exergy destruction rate of flash chamber 2 is insignificant compared to
turbines 1,2, and flash chamber 1 as seen in the figure. Looking deeper at this exergy
analysis of the two turbines and flash chambers, it is noticed that flash chamber 1 exergy
destruction rate increases as the temperature of the geothermal fluid increase in a linear
manner, and this indicates that operating this component at higher temperature becomes a
lot less efficient exergetically. One way to limit this linear increase in exergy destruction
rate of flash chamber 1 is to control the pressure drop across this component. This will
produce more steam while the temperature remains relatively high. This control method
can reduce the total exergy destruction rates of all the four components in the geothermal
power plant, namely turbine 1, turbine 2, flash chamber 1, flash chamber 2. Reducing the
total exergy destruction rates directly means increasing the exergy efficiency of the entire
integrated system.
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Figure 5.11: A plot of electric power values for turbines 1,2, and EAS versus geothermal fluid temperature.
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Figure 5.13 shows a second parameter that is being changed to see how the system behaves.
This parameter is the faradaic efficiency of the EAS. As the faradaic efficiency is increased
from 14% to 60%, these values have been reached experimentally in [136,163,164], the
geothermal energy and exergy required for capturing one kilogram of CO2 reduce
nonlinearly from 168, and 83.8 down to 39.1, and 19.6 MJ, respectively. Furthermore, the
geothermal fluid mass flow rate, needed to supply electric power to the EAS, reduces
similarly from a value of 142 kg s, at a faradaic efficiency of 14%, to a value of 33.0 kg
s, at a faradaic efficiency of 60%. This shows that the EAS faradaic efficiency has
significant effects on the design and performance of the carbon capturing unit as well as
the double-flash geothermal power plant. When looking deeper at how the faradaic
efficiency of EAS affects the geothermal energy and exergy requirements of carbon
capturing, it is seen from the figure that increasing the faradaic efficiency of the device
beyond the point of 40% does not reduce the energy and exergy requirements for carbon
capturing by a huge difference. There is a good reason for limiting increasing this faradaic
efficiency because increasing it to 60% without getting any energy and exergy reduction
benefits will make operating this integrated system unnecessarily expensive. This is
because increasing the faradaic efficiency directly increases the capital and operating costs
of EAS.
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Figure 5.12: A plot of exergy destruction rates for turbines 1,2, and flash chambers 1,2 versus geothermal fluid
temperature.
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Figure 5.14 presents the main reason behind the nonlinear behaviors in the previous figure.
As the faradaic efficiency of EAS increases, the power demands by the EAS to produce
the same rate of ammonia for carbon capturing are reduced nonlinearly from 12,500 to
2,930 kW. Similarly, the exergy destruction rate reduces with increasing faradaic
efficiency from a value of 9,920 to 309 kW. Also, it is observed that the gap between the
power demand by the EAS and the exergy destruction rate of EAS becomes wider as the

faradaic efficiency increases.
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Figure 5.13: A plot of the geothermal energy/exergy for CO2 capture and geothermal fluid mass flow rate versus
faradaic efficiency.

In Figure 5.15, the energy requirement for CO> capture decreases significantly as the
faradaic efficiency increases from a value of 35.5 MJ kg of CO, when the faradaic
efficiency is 14%, down to 8.28 MJ kg of CO, when the faradaic efficiency is 60%. It
seems that even when the faradaic efficiency is quite high, the energy requirements for CO>
capture are more than double higher than a typical chilled ammonia process, however, this
present carbon capturing unit is not only for carbon capturing but also produces a useful
chemical commodity, that is ammonium bicarbonate. It is interesting to investigate the
economics of comparing these two methods of carbon capturing in future work. Giving
these two figures a deeper look, increasing the faradaic efficiency of EAS reduces the

power consumption of this ammonia-producing device, which means it will cost less to
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operate this integrated system. This is because the size of the geothermal power plant can
be reduced, and the capital costs of this power plant are also reduced. However, the capital
and operating costs of EAS will increase to maintain high faradaic efficiency. This trade-
off between reducing the costs of the geothermal power plant and increasing the costs of
EAS needs to be studied further to optimize the performance and costs of this integrated
system. Other factors to be considered are the carbon capturing tax savings and ammonium
bicarbonate product value which can make it more favorable to increase the faradaic
efficiency of EAS. One way to reduce the costs is to receive electric power from the grid
during off-peak hours to reduce the power production of the geothermal power plant which
means reducing capital and operating costs.
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Figure 5.14: A plot of electric power values and exergy destruction rate for electrochemical ammonia synthesizer
versus faradaic efficiency.

In Figure 5.16, the mass flow rate of the fuel injected into the SOFC subsystem is increased
to observe its effects on the ammonia and ammonium bicarbonate production rates. It
seems from the figure that both the ammonia and ammonium bicarbonate production rates
are increased linearly, and the slopes of these two trends are similar. The ammonium
bicarbonate production rate has a steeper slope than the ammonia production rate. As the
mass flow rate of natural gas increases from 0.04 to 0.4 kg s%, the ammonium bicarbonate
production rate increases from 0.295 to 2.95 kg s*. Similarly, the ammonia production rate

increases at a rate from 0.0635 to 0.635 kg s* over the same range of natural gas mass flow
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rate. In Figure 5.17, two other parameters are observed to change as the mass flow rate of
natural gas input increases, which are the energy and exergy efficiencies of the SOFC
subsystem. Both of these efficiencies increase asymptotically. The energy and exergy
efficiencies increase from 0.442 and 0.504 to 0.462 and 0.512, respectively, as the mass

flow rate of natural gas increase from 0.04 to 0.4 kg s™.
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Figure 5.15: A plot of energy requirement for CO2 capture versus faradaic efficiency.
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Now, discussions regarding the parametric studies conducted on the present integrated
system are mentioned. The exergoeconomic performance parameters for the overall
integrated system and some major components are analyzed here as some operating
conditions are changed parametrically. In Figure 5.18, the effects of changing the
geothermal fluid temperature on the overall exergy destruction rate and the total investment
cost rates are observed. As the temperature of the geothermal fluid supplied to the double-
flash geothermal power plant increases from 428 to 593 K, the overall exergy destruction
rate goes up linearly from a value of 16075 kW to 18427 kW. Increasing the geothermal
fluid temperature reduces the total investment cost rate of turbine 2 at a faster rate than
how it increases the cost rate of turbine 1, and this is the reason for the overall decrease in
the overall investment cost rate of the integrated system. This means that as the geothermal
fluid temperature increases, it is more economical to use a single-flash geothermal power

plant to supply electricity to the carbon capturing unit.

Figure 5.19 shows the effects of the geothermal fluid temperature on the unit costs of
product for the overall system, for turbine 1, and turbine 2. Some interesting behaviors are
shown for these unit costs. To start with, the overall unit cost of product has a parabolic
curve opened upward. It reaches a minimum at a temperature of 480 K with a value of

2.364x10° $ kJ1. As the temperature increases beyond 480 K, the overall unit cost of
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products increases nonlinearly to reach a value of 2.466x10 $ kJ. Since the overall
exergy destruction rate and the overall unit cost of product both increase beyond the
temperature level of 480 K, it seems that it is not desirable to operate this double-flash

geothermal power plant at a higher temperature for both performance and economic

reasons.
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Figure 5.20 investigates the effects of the geothermal fluid temperature on the overall
exergy destruction rate cost rate and the exergy destruction cost rates of turbines 1 and 2.
The overall exergy destruction cost rate rises with rising temperature from a value of
0.7355 $ s t0 0.8431 $ s as the temperature goes from 428 to 593 K. This is because, as
shown in previously, the overall exergy destruction rate increases significantly with rising
temperature of the geothermal fluid. Another interesting trend shown in this figure is the
sharp drop in the exergy destruction cost rate of turbine 2. At 428 K, its value is 5.352x10"
3$ st and it gets reduced, when the temperature is 593 K, to a value of 0.230x102 $ s™.

This is drop of more than 23 times the original value.

Figure 5.21 displays the effects of this geothermal fluid temperature on the overall
exergoeconomic factor, as well as the exergoeconomic factors of turbine 1 and turbine 2.
Opposite behaviors of the exergoeconomic factors of these two turbines are present in this
plot. As the temperature level rises, the exergoeconomic factor of turbine 1 reduces almost
linearly, while the exergoeconomic factor of turbine 2 rises nonlinearly at the beginning,
then linearly. These two trends are mainly caused by the changes in the investment cost
rates and the exergy destruction cost rates of these two turbines. Looking at the overall
exergoeconomic factor of the integrated system, it drops from a value of 3.32% down to

2.74% as the geothermal fluid temperature increases from 428 to 593 K.
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Figure 5.22 shows a different parameter that is changed to observe the exergoeconomic
behavior of this integrated system, which is the faradaic efficiency at the electrochemical
ammonia synthesizer. As the faradaic efficiency of the EAS increases 14% to 60%, the
overall exergy destruction rate decreases dramatically and nonlinearly from a high value
of 38.61x10% kW to a value of 13.44x10% kW. This is obvious and expected since the higher
the efficiency of the EAS, the lower the exergy destruction rate that would be in this
component which is one of the most energy consuming components in the integrated
system. Next, the overall investment cost rate of the integrated system also follows a
similar trend of the exergy destruction rate. The cost rate decreases significantly, and this
is due to three components, namely EAS, turbine 1, and turbine 2. These are strongly
related because the electric power supplied by these two turbines is consumed by the EAS.
The less power the EAS requires, the less power is generated by the turbines, which means

lower total investment costs.

Figure 5.23 presents how the faradaic efficiency affects the unit cost of product of the
overall integrated system, and the ammonium bicarbonate reactor, and the EAS. The
overall unit cost of product drops by a large amount as the faradaic efficiency increases.
The drop is from 5.50x107 $ kJ™ to as low as 1.75x107 $ kJ™X. This is a reduction of almost
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4.5 times. This shows the importance of this component on not only the exergetic
performance of the integrated system, but the costs of the integrated system, too. Both the
ammonia and the ammonium bicarbonate unit costs of product reduce in a similar trend as
that of the overall unit cost of product, which means that these two chemical commodities

are the main drivers for the overall unit cost of products reductions.
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Figure 5.22: Effects of faradaic efficiency on the overall exergy destruction rate and the total investment cost rates of
the integrated system, and EAS.
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Figure 5.23: Effects of faradaic efficiency on the unit cost of products of the integrated system, and EAS.
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Figure 5.24 is a plot of the effects of the faradaic efficiency on the cost rates associated
with the exergy destruction rates of the overall integrated system and the EAS component.
Both of these cost rates deceases in nonlinear manner and dramatically from 1.766 and
0.0369 $ s down to 0.615 and 0.00145 $ s, respectively, as the faradaic efficiency
increase from 14% to 60%. It is clear from the values that the drop in the exergy destruction
cost rate of EAS is much more tremendous than the overall integrated system. One reason
for this is the fact that the EAS is only a part of the integrated system and other components
do not have the same amount of drop in their exergy destruction cost rates as that of EAS.

Figure 5.25 confirms this last point of how the dramatic changes in the EAS only affects
the overall system at a lower rate, although the effects of EAS are present and clear. This
figure shows the exergoeconomic factors of the overall integrated system and EAS versus
the faradaic efficiency. There is an exponential increase in the exergoeconomic factor of
EAS as the faradaic efficiency rises. Its magnitude is enhanced from 2.67% up to 14.0%.
However, the overall exergoeconomic factor is not affected exponentially, rather linearly
and it goes from a value of 2.03% to 3.36%. This difference between the responses to the
changes in faradaic efficiency are expected since not all the components in the integrated
system respond equally to the EAS and the rise of the overall exergoeconomic factor is

slowed by the unaffected components, such as SOFC, and turbine 3.
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Figure 5.24: Effects of faradaic efficiency on the exergy destruction cost rates of the integrated system, and EAS.
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Figure 5.25: Effects of faradaic efficiency on exergoeconomic factors of the integrated system, and EAS.

Figure 5.26 presents the third parameter that is changed to observe the behavior of this
integrated system in terms of exergoeconomic performance parameters and this parameter
is the air compressor pressure ratio. The effects of changing the air compressor pressure
ratio are observed on the overall exergy destruction rate of the integrated system. As the
pressure ratio increases from 5.8 to 8, the overall exergy destruction rate rises slightly by a
magnitude of only 34 kW, which is insignificant compared to the total value of 17236 kW.
It is worth to note that this rise is linear in shape. A similar small rise is found in the total
investment cost rate of the overall integrated system as shown in the figure. This cost rate
increases by a small margin only and it is safe to say that it stays constant over the range
of air compressor pressure ratios. The same can be said about the total investment cost rates
of the air compressor and turbine 3. Turbine 3 is mentioned here since this is where the
exhaust gases are expanded after they go through several other components, such as the
SOFC, and the WGSMR.

Figure 5.27 shows the how the air compressor pressure ratio affects the unit costs of product
for the integrated system and turbine 3. These two values undesirably rise linearly but at
different rate. The overall system unit cost of product rises from a value of 2.36x102 $ kJ-

110 2.39%x102 $ kJL. In contrast, the unit cost of product for turbine 3, which is simply the
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unit cost of the electric power generated by the turbine, rises more noticeably from a value
of 4.96x10° $ kJ* to a value of 5.92 x10® $ kJL. This is almost a 20% increase in unit cost

of electric power generated by turbine 3. Therefore, it is essential to keep the air compressor

pressure ratio at a manageable level to produce more power and to lower the costs of this

component.
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Figure 5.26: Effects of air compressor pressure ratio on the overall exergy destruction rate and the total investment cost

rates of the integrated system, air compressor, and turbine 3.
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Figure 5.27: Effects of air compressor pressure ratio on the unit cost of products of the integrated system, air

compressor, and turbine 3.
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Figure 5.28 shows the effects of the air compressor pressure ratio on the exergy destruction
rates of the overall integrated system, air compressor, and turbine 3. Both the air
compressor and turbine 3 have linear trends over the range of pressure ratios and they
increase since the exergy destruction rates of these components increase with rising
pressure ratios. This is also how the power consumption for the air compressor and power
production for turbine 3 change. On the other hand, there is a more complicated curve
shown by the overall exergy destruction cost rate. There exists a minimum for the overall
exergy destruction cost rate of 0.756 $ s™* when the air compressor pressure ratio is 6.03.
After this point, the cost rate increases nonlinearly to reach a value of 0.790 $ s™* when the

pressure ratio is 8.
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Figure 5.28: Effects of air compressor pressure ratio on the exergy destruction cost rates of the integrated system, air
compressor, and turbine 3.

Figure 5.29 displays the behaviors of the exergoeconomic factors of the overall integrated
system, the air compressor, and turbine 3. The exergoeconomic factor of the air compressor
and turbine 3 almost do not change as the pressure ratio increases, but they have opposite
trends. The exergoeconomic factor for the air compressor rises slightly from 6.11% to
7.22%, while the exergoeconomic factor for turbine 3 drops marginally from 96.2% to 93.6
%. Looking at the overall exergoeconomic factor, it is obvious that it has a parabolic curve
opened downward. It has a maximum value of 3.05% when the pressure ratio of the air

compressor reaches 6.15. This is very close to the point where the overall exergy
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destruction cost rate is minimum from the previous figure. As the pressure ratio increases
past this point, the overall exergoeconomic factor drops rapidly to reach a low value of
2.97%.

0.0306 — — — e ———1
L A —h k& A—a 4 a4, o, e e N ——
I ./' e
[ I e
S L ./ e
© 0.0304 T 0.8 ¢
8 .\- —*Toverall [=}
-2 \. S
E I . \.\ 7|7fc H‘E
2 o0.0302 N 06 ©
. s 'S
o " £
Q . [=]
@ N\ p
g, F ., [=]
S 0.03 N 04
2 i '\ [=]
) o
= . o
5 | L
@ 0.0298 \\ 0.2 W
> L
© \.
[ " ————8—8a—8u—=n a—s—8—8—a—8—8—8—a—8—8—1
0.0296" ———— e S S T
5.5 6 6.5 7 7.5 8
Air compressor pressure ratio

Figure 5.29: Effects of air compressor pressure ratio on exergoeconomic factors of the integrated system, air
compressor, and turbine 3.

Figure 5.30 exhibits the effects of the air compressor isentropic efficiency on the overall
exergy destruction rate and the total investment cost rates of the integrated system, and the
air compressor. The first thing to notice is the declining overall exergy destruction rate of
the integrated system and this decline is linear from a value of 17.3x10° kW, when the
isentropic efficiency of the air compressor is 0.7, to 17.1x10% kW, when the air compressor
isentropic efficiency is 0.9. Even though the decline is small compared to the overall value
of the exergy destruction rate, it is noticeable when looking at the significant figures.
Another thing to see from the figure is the change in the overall total investment cost rate
which only occurs when the air compressor isentropic efficiency is higher than 0.85. This
is mainly a reflection of the increase in the total investment cost rate increase in the same

range of isentropic efficiency.

Figure 5.31 shows the effects of changing the air compressor isentropic efficiency on the
overall unit cost of product and the air compressor unit cost of product, which is the
compressed air leaving the compressor. Both unit costs of product behave almost exactly
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the same and they have parabolic curves opened upward with minimum values at an air
compressor isentropic efficiency of 0.847. The minimum value of the overall unit cost of
product is 2.37x10° $ kJ?, and the minimum value of the air compressor unit cost of
product is 6.09x10° $ kJ1. When the isentropic efficiency is higher than 0.85, the overall
unit cost of product increase sharply. Since the overall exergy destruction rate decrease in
this range, an optimization study is needed to find optimum solutions for the tradeoff

between decreasing exergy inefficiencies and increasing unit costs of products.

Figure 5.32 presents how the air compressor isentropic efficiency affects the overall exergy
destruction cost rate and the air compressor exergy destruction cost rate. The air
compressor exergy destruction cost rate decreases almost linearly with increasing
isentropic efficiency of the component as expected. The decrease goes from 0.521x10° $
s t0 0.148x103 $ %, as the isentropic efficiency rises from 0.7 to 0.9. Next, the overall
exergy destruction cost rate has a parabolic curve and not linear that matches the air
compressor cost rate. This parabolic curve opens upward and reaches a minimum value of
0.757 $ s, when the air compressor isentropic efficiency is 0.847. This is the same point

where a minimum in the overall unit cost of product is achieved.
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Figure 5.30: Effects of air compressor isentropic efficiency on the overall exergy destruction rate and the total
investment cost rates of the integrated system, and air compressor.
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Figure 5.31: Effects of air compressor isentropic efficiency on the unit cost of products of the integrated system, and air
COMPressor.

Figure 5.33 shows in what way the air compressor isentropic efficiency affects the overall
exergoeconomic factor and the air compressor exergoeconomic factor. Starting with the
overall exergoeconomic factor, it has a parabolic shape opened downward which means it
has a maximum value of 3.09% when the air compressor isentropic efficiency is 0.858.
This exergoeconomic factor increases in a nonlinear manner from the range of 0.7 to 0.858,
then it drops slightly, and this is a result of the increase in the overall exergy destruction
cost rate mentioned earlier. Moreover, the exergoeconomic factor of the air compressor
increase in an exponential manner as the isentropic efficiency increases. This
exergoeconomic factor increase from a value of 7.22% to a significantly high value of
75.1%. In general, it seems that the effects of the single air compressor do not necessarily
mirror that of the overall integrated system beyond the point of 0.840. The two behaviors
start to deviate significantly and other components in the integrated system begin to affect

the overall exergoeconomic performance of the system in different ways.

Figure 5.34 shows another parameter considered in this work which is the isentropic
efficiency of turbine 3. This turbine receives exhaust gases from the WGSMR after all the
fuels have been completely burned. There are three things that are specifically observed in
this figure which are the overall exergy destruction rate, and the total investment cost rates

for the overall integrated system and turbine 3. To begin with, the overall exergy
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destruction rate expectedly drops in magnitude linearly from 17.4x10% kW, when the
isentropic efficiency of turbine 3 is 0.65, to 17.3x10° kW, when the air compressor
isentropic efficiency is 0.76. This drop is due to the reduction in exergetic deficiencies that
occur in turbine 3 which produces a significant amount of electric power in the integrated
system. For the overall and turbine 3 total investment cost rates, they do not change
significantly, and they can be said that they remain constant over the range of turbine 3

isentropic efficiency at values of 24.01x102 $ s, and 2.25x102 $ 52, respectively.
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Figure 5.32: Effects of air compressor isentropic efficiency on the exergy destruction cost rates of the integrated
system, and air compressor.
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COmpressor.
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Figure 5.35 presents the outcomes of varying turbine 3 isentropic efficiency on the overall
unit cost of product and the unit cost of product for turbine 3, which is the unit cost of the
electric power generated by this turbine. Starting with the unit cost of product for turbine
3, the unit cost decreases nonlinearly as the isentropic efficiency of the turbine increases,
and this is anticipated because the unit cost for producing electricity from this component
becomes cheaper as the more electric power is generated instead of wasting it to the exhaust
gases leaving the turbine. In contrast, the overall unit cost of product increases linearly as
the isentropic efficiency of turbine 3 increases from 0.65 to 0.743. After this point, the
increase in the overall unit cost of product becomes exponential to reach a maximum value
of 2.38x102 $ kJ1, when turbine 3 isentropic efficiency is 0.76. Comparing this figure to
the previous one, it is seen that there is a tradeoff between decreasing overall exergy
destruction rate and increasing overall unit cost of product as the isentropic efficiency of
turbine 3 increase. An optimization investigation with this parameter is needed to find
optimum solutions where this tradeoff is balanced to get the lowest possible unit cost of

product and lowest exergy destruction rate for the integrated system.
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Figure 5.34: Effects of turbine 3 isentropic efficiency on the overall exergy destruction rate and the total investment
cost rates of the integrated system, and turbine 3.

Figure 5.36 exhibits two other exergoeconomic performance parameters being affected by
the changing isentropic efficiency of turbine 3. These two parameters are the overall exergy

destruction cost rate and turbine 3 exergy destruction cost rate. Interestingly, these two
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parameters have similar trends as their respective unit costs of product. Firstly, the overall
exergy destruction cost rate increases linearly when the isentropic efficiency of turbine 3
increase from 0.65 to 0.743, and it does increase exponentially as the isentropic efficiency
goes higher in value from 0.743 to 0.76. On the other hand, turbine 3 exergy destruction
cost rate drop in value linearly as the isentropic efficiency of the turbine increase, and this
agrees with the decrease in the exergy losses at this component when the isentropic

efficiency is enhanced.

Figure 5.37 shows the last two exergoeconomic performance parameters being affected by
the changing isentropic efficiency of turbine 3. These two parameters are the overall
exergoeconomic factor and turbine 3 exergoeconomic factor. To begin with, the overall
exergoeconomic factor has a parabolic behavior opened downward, which means that this
factor reaches a maximum value of 2.97% when the isentropic efficiency of turbine 3 is
0.737. Past this point, the overall exergoeconomic factor drops to 2.94% which is only a
slight drop. Secondly, the exergoeconomic factor of turbine 3 is enhanced linearly as the
isentropic efficiency of this component is improved. The enhancement of the
exergoeconomic factor is almost 3 percentage points as the isentropic efficiency goes from
0.65t0 0.76 for turbine 3, which is expected behavior because of the reduction in the exergy

destruction cost rate seen earlier.
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Figure 5.35: Effects of turbine 3 isentropic efficiency on the unit cost of products of the integrated system, and turbine
3.
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Figure 5.36: Effects of turbine 3 isentropic efficiency on the exergy destruction cost rates of the integrated system, and

turbine 3.
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Figure 5.37: Effects of turbine 3 isentropic efficiency on exergoeconomic factors of the integrated system, and turbine 3.

Figure 5.38 considers the last parametric variable changed in this subsection to observe its
effects on the exergoeconomic performance of the integrated system. This parametric
variable is the boiler pressure which is changed from 1200 to 2200 kPa. This pressure
represents the higher-pressure level in the steam Rankine cycle which absorbs waste heat
from the exhaust gases leaving turbine 3. From this figure, the overall exergy destruction

rate is first observed to decrease linearly but insignificantly as the boiler pressure increase
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by almost the double. The decrease in the overall exergy destruction rate is only 11 kW
and this represents 0.0637% of the total exergy destruction rate. Next, looking at the overall
total investment cost rate and the total investment cost rate of turbine 4, they do not change
over the span of the pressure range at the boiler.

Figure 5.39 shows how increasing the boiler pressure can affect the unit cost of product for
the overall integrated system and the unit cost of product for turbine 4. Turbine 4 unit cost
of product has a curve that represents a parabolic one with an opening being upward. This
unit cost reaches a minimum value of 12.84x10° $ kJ™* at a boiler pressure level of 2042
kPa. This minimum value represents a drop of 2.95% from the highest unit cost of product
of turbine 4 when the boiler pressure is 1200 kPa. In addition, the changes are not as
significant for the overall unit cost of product. This is mainly because the steam Rankine
cycle and the electric power production of turbine 4 are not major parts of the integrated

system in terms of exergy streams flowing through them.
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Figure 5.38: Effects of boiler pressure on the overall exergy destruction rate and the total investment cost rates of the
integrated system, and turbine 4.

Figure 5.40 displays the effects of changing the boiler pressure on the overall exergy
destruction cost rate and turbine 4 exergy destruction cost rate. Both of these cost rates
have different behaviors. Firstly, the overall exergy destruction cost rate has an upward
parabolic behavior, and its minimum value is reached when the boiler pressure is 1726 kPa

and this value is 0.7898 $ s™. As the pressure level increases beyond 1726 kPa, the overall
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exergy destruction cost rate increases nonlinearly to reach a magnitude of 0.7946 $ s,
when the boiler pressure is 2200 kPa. However, the exergy destruction cost rate of turbine
4 behaves in a linear manner. As the boiler pressure increases, the exergy destruction cost
rate of turbine 4 increases from 35.5x10° to 43.1x10° $ s%.
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Figure 5.39: Effects of boiler pressure on the unit cost of products of the integrated system, and turbine 4.
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Figure 5.40: Effects of boiler pressure on the exergy destruction cost rates of the integrated system, and turbine 4.

Figure 5.41 shows the how the boiler pressure changes can affect the exergoeconomic

factors of the overall integrated system and turbine 4. Starting with the overall
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exergoeconomic factor, it has a parabolic behavior opened downward with a maximum
magnitude of 2.97% at 1832 kPa. From 1200 kPa to this maximum, the increase in the
overall exergoeconomic factor is slow but significant; however, from 1832 to 2200 kPa,
there is a rapid drop in this factor, and it does reach a value of 2.96%. this drop is small
since the boiler pressure is part of the steam Rankine cycle which is a minor part of the
integrated system. Next is the exergoeconomic factor for turbine 4. This factor decreases
in value in a nonlinear manner, and it goes from 91.4% down to 90.7% as the boiler
pressure increases from 1200 to 2200 kPa.
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Figure 5.41: Effects of boiler pressure on exergoeconomic factors of the integrated system, and turbine 4.

5.2.2 Optimization study results of system 2

In this subsection, the results of the optimization study of this integrated system are
considered. The decision variables in this optimization study are the geothermal fluid
temperature, air compressor isentropic efficiency, turbine 3 isentropic efficiency, and
boiler pressure. The two objective functions that need to be minimized are the overall
exergy destruction rate and the overall unit cost of products. Minimizing the first objective
results in increasing the overall exergetic performance of the integrated system and
minimizing the second objective function means reducing the costs for producing the
useful outputs of this integrated system, namely electric power, space heating, freshwater,

and ammonium bicarbonate.
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After producing thermodynamic and exergoeconomic data from EES software, these are
inputted to the Eureqga software to produce explicit expressions for the objective functions.
These expressions are presented in Table 5.12. A few things are worth noting regarding
these expressions. Firstly, the geothermal fluid temperature seems to be the dominant
decision variable in both expressions for the overall exergy destruction rate, as well as the
overall unit cost of product. Secondly, none of the models of overall unit cost of products,
the boiler pressure appears. There is no significant dependency of this objective function

on boiler pressure.

Table 5.12: The selected objective functions models with their corresponding statistical indicators computed from
Eureqa software after 5 minutes of search time.

Objective | Genetic programming selected models Correlation | Mean Mean
functions coefficient | absolute squared
(R?) error error

Overall EXgest.overan = 9:38 x10% + 191X Ty
exergy + 1.34 X Ty X N)p3
destruction + 878 x n? 0.999 103 907
rate — 2.80 X 103 X 1) X Ny

— 516 x 1073 x T2

— 1.97 X 1072 x Py, X n?
Overall . 551  117x10°
unitcost | Cpoveran = 952X 107 — == + 72
of +9.94 X 107* X 775 X 02 0.995 7.46x107 | 3.89x1012
products — 239X 107° X T, X7,

— 1.70 X 1072 X 15 X T

Figure 5.42 shows the pareto front of the multi-objective optimization algorithm
implemented in this study. These results are tabulated in Table 5.13 where the objective
functions values are presented, along with their corresponding decision variables values.
There are four interesting points on these pareto front. The first point is point A which is
where the overall exergy destruction rate is minimized as a single objective. At this point,
the overall exergy destruction rate is 1.58x10% KW. The second point of interest is point B.
This point represents where the overall unit cost of product is minimized, and it reaches a
magnitude of 2.35x10° $ kJ. The third point is the ideal point which can be defined as
the point where both objective functions are minimized without any dependency on each
other. This point is impossible to reach, and it is only and ideal point of reference. The

fourth point is point C which is the closest point to this ideal point on the pareto front. This
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point has an overall exergy destruction rate of 1.62x10* kW and an overall unit cost of
product of 2.42x107% $ kJ 2.
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Figure 5.42: Pareto front of the optimization study between overall exergy destruction rate and overall unit cost of

product.

Table 5.13: Decision variables values for the optimum operation points and their corresponding values of the two

objective functions presented for system 2.

Geothermal fluid Air compressor | Turbine 3 Boiler Overall Overall unit
temperature (K) isentropic isentropic pressure | exergy cost of
efficiency efficiency (kPa) destruction | products ($
rate (kW) kJ )

4.28E+02 9.00E-01 7.60E-01 1.58E+03 | 1.58E+04 2.49E-03
4.86E+02 8.99E-01 6.50E-01 1.72E+03 | 1.69E+04 2.35E-03
4.68E+02 8.99E-01 6.56E-01 1.70E+03 | 1.66E+04 2.37E-03
4.44E+02 8.99E-01 6.71E-01 1.63E+03 | 1.62E+04 2.41E-03
4.86E+02 8.99E-01 6.50E-01 1.72E+03 | 1.69E+04 2.35E-03
4.35E+02 8.99E-01 6.73E-01 1.70E+03 | 1.61E+04 2.43E-03
4.58E+02 8.99E-01 6.58E-01 1.71E+03 | 1.65E+04 2.38E-03
4.82E+02 8.99E-01 6.51E-01 1.71E+03 | 1.69E+04 2.35E-03
4.72E+02 9.00E-01 6.52E-01 1.69E+03 | 1.67E+04 2.36E-03
4.77E+02 8.99E-01 6.51E-01 1.69E+03 | 1.68E+04 2.36E-03
4.32E+02 9.00E-01 7.45E-01 1.65E+03 | 1.59E+04 2.47E-03
4.53E+02 8.99E-01 6.70E-01 1.66E+03 | 1.64E+04 2.39E-03
4.50E+02 8.99E-01 6.91E-01 1.69E+03 | 1.63E+04 2.40E-03
4.50E+02 8.99E-01 6.77E-01 1.65E+03 | 1.63E+04 2.40E-03
4.42E+02 8.99E-01 6.84E-01 1.70E+03 | 1.62E+04 2.42E-03
4.35E+02 9.00E-01 7.19E-01 1.61E+03 | 1.60E+04 2.45E-03
4.82E+02 8.99E-01 6.54E-01 1.69E+03 | 1.68E+04 2.36E-03
4.65E+02 8.99E-01 6.73E-01 1.70E+03 | 1.66E+04 2.38E-03
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5.3 Modeling results of system 3

Before going to the results of the base case, it is important to mention the chosen operating
conditions for this base case of the integrated system. Table 5.14 outlines these operating
conditions. For example, the solar irradiance for this base case is chosen to be 600 W m™,
and the TES heat transfer fluid is Dowtherm A. For the elastocaloric cooling device, the
hysteresis and entropy change of the phase transformation are 50 J kg2, and 20 J kg,
respectively [151]. These values are for the SMA called CuAINi. Moving to the Brayton
gas turbine cycle, the excess air factor is chosen to be 1.2, the compressor ratio of C1 is 8,
and the inlet temperature of turbine 1 is set to be 1870 K. The mass flow rate of air changes
so that this temperature is achieved at the inlet of the turbine.

Table 5.15 lists the outputs of the integrated system thermodynamic model. Firstly, the
effective area of the solar collectors is estimated to be 0.140 km?, and these receive 83,800
kW of solar heat transfer. Almost 40% of this thermal energy is stored in the TES, while
the rest is used to produce enough electric power to support the electrochemical ammonia
synthesizer and the elastocaloric cooling device. The energy and exergy COP of the ECD
are 10.7 and 0.258, respectively. The EAS consumes 8,990 kW of electric power to produce
ammonia at a mass rate of 0.280 kg s™. The carbon capturing unit at the end of its process
makes ammonium bicarbonate at a value of 1.30 kg s™. Comparing the performance of
carbon capturing of this integrated system that employs a solar energy source to a carbon
capturing unit that uses geothermal energy discussed earlier, it is noticed that both systems
share the same energy requirement for capturing 1 kilogram of carbon dioxide from the
point of EAS to the ammonium bicarbonate reactor. This value is reported in the previous
work and here to be 12.4 MJ kg™ of CO.. However, the energy and exergy requirements
from the renewable energy source to the ammonium bicarbonate production are different.
For the geothermal case, these were, respectively, reported to be 58.7 MJ kgt of CO,, and
29.3 MJ kgt of CO.. For the solar energy case, the present results show that these
requirements, respectively, are 68.7 MJ kg of CO,, and 65.2 MJ kg* of CO>. In both the
energy and exergy measures, the geothermal-based carbon capturing system performs
better than the present system. Still, setting up a solar energy-based system is more flexible
than the geothermal one because engineers will be restricted to locations that have

geothermal fluid reservoirs. The overall energy and exergy efficiencies of this integrated
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system are 22.3%, and 11.9%, respectively. These values seem low but operating a typical
Brayton cycle can have an energy efficiency of 33%. This value drops by almost 6% when
air separation unit is utilized and 7% more if carbon capturing of natural gas is involved
[30]. So, the expected energy efficiency is around 20%. This integrated system is
performing almost 2 percentage points higher than this. This indicates that the results of
the model developed for System 3 are validated as they compare well with the previously
studied Brayton cycle with carbon capturing given in [30].

Table 5.14: Input values used for system 3 model.

Input quantity Value

Solar irradiance 0.6 kW m?2

Solar irradiance temperature 5770 K

Temperature of fluid leaving parabolic solar collectors | 770 K

Operating pressure of parabolic solar collectors 3200 kPa

Temperature of hot storage tank 510 K

Heat transfer fluid for TES Dowtherm A

SMA material CuAlINi (Al 12 wt%, Cu 80 wt%)
Phase transformation entropy change (As) 20 J kg! K1 ([151])
SMA hysteresis (compressive) 50 J kgt ([151])

ECD hot side temperature 306.3 K

ECD cold side temperature 285 K

Temperature span of ECD 21.3K

Rate of phase transformations done by the SMA (N) 7.08 Hz

Space cooling desired temperature 291 K

Cooling demands 400 kw

Excess air factor 1.2

ASU specific compressor work 829 kW kg of Oz ([152])
Rusy 0.246 kg of O, kgt of air ([152])
Compressor ratio of C1 8

T2 inlet temperature 1870 K

Maximum pressure of the S-CO; cycle 25 MPa

Minimum pressure of the S-CO; cycle 8 MPa

Faradaic efficiency (FE) of EAS 40%

Constant overpotential of EAS (V) 0.8V

Operating temperature of EAS 293 K

Operating pressure of EAS 101 kPa

Table 5.16 and Table 5.17 present the thermodynamic properties of the state points in the
present integrated system. Multiple interesting things are noted from these tables. To begin
with, the mass flow rate of Dowtherm A in the TES is calculated as 85.2 kg s™. Another
point is the cryogenic air separation unit produces an oxygen-rich stream of 1.27 kg s*

with a 95% molar-basis of oxygen. One more thing to note is the carbon dioxide-rich
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exhaust gases at stream 28 contain 71.4% of CO> which high since the combustion is oxy-
combustion type and the water was removed from the exhaust gases using the condenser.
This makes it easier to make ammonium bicarbonate in the reactor in terms of requiring

less energy.

Table 5.15: Output quantities resulting from system 3 model.

Output quantity Value

Effective area of parabolic solar collectors 0.140 km?

Solar heat transfer rate 83,800 kW

€ 0.407

Electric power output of T1 9,030 kw

Electric power supplied to ECD 37.2 kW

Energy COP of ECD 10.7

Exergy COP of ECD 0.258

Electric power supplied to EAS (W ,s) 8,990 kw

Heat losses by the EAS (Qgas.i0ss) 3,790 kW
Ammonia production rate 0.280 kg s*

Carbon dioxide mass flow rate 0.724 kg s*
Ammonium bicarbonate production rate 1.30 kg s*

Energy requirement for CO; capture 12.4 MJ kg* of CO,
Solar energy for CO; capture 68.7 MJ kg of CO,
Solar exergy for CO; capture 65.2 MJ kg of CO,
Electric power supplied to ASU 1,050 kW

Electric power output of T2 5,590 kW

Electric power output of T3 1,204 kKW

Net electric power produced by integrated system | 2,280 kW
Freshwater production rate 14.4 kg s

Overall energy efficiency of integrated system 22.3%

Overall exergy efficiency of integrated system 11.9%

Figure 5.43 compares the exergy destruction rates of the components of the integrated
system. It is seen that the highest exergy destruction rate is found at the parabolic solar
collectors with a value of 46,500 kW. The second highest is HX1 with a value of 8,370
kW. One way to reduce the high exergy destruction rate at HX1 is to utilize the waste heat
for further power generation using an organic Rankine cycle. Some of the fluids that can
be utilized in such organic Rankine cycles may be R227ea, R236ea, R600 and ammonia.
All of these fluids are able to receive low-temperature heat to produce electric power with
a reasonable energy efficiency between 9% and 12.5% [165,166]. There are One
noteworthy comparison is between EAS and AB reactor. The EAS has an exergy
destruction rate of 3,630 kW, while the AB reactor has it at higher value of 4,390 kW. The
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HX3 shows a low exergy destruction rate of 110 kW to show that the exergetic efficiency

of this component when the waste heat recovered using the supercritical CO2 cycle.

Table 5.16: Thermodynamic state points of system 3.

Specific Specific Specific Mass
itate Material Z'Ke)mperatu re E’;ﬁ;ﬁ“re er?thalpy erFl)tropy (kJ efergy flow rate
(kI kgh) | kg' K™ (kJkgh) | (kgs™h)

1 Water 303.1 3200 128.3 0.4347 3.284 25.24
2 Water 770 3200 3448 7.195 1308 25.24
3 Water 770 3200 3448 7.195 1308 10.26
4 Water 770 3200 3448 7.195 1308 14.98
5 Water 458.3 120 2845 7.687 558.9 14.98
6 Water 303 120 125.2 0.4347 0.1925 14.98
7 Water 303.1 3200 128.3 0.4347 3.284 14.98
8 Water 303.1 3200 128.3 0.4347 3.284 10.26
9 Dowtherm A 298 101 16.15 0.0514 0 85.2
10 Dowtherm A 298 110 16.15 0.0514 | 0.008525 85.2
11 Dowtherm A 510 110 416 1.052 101.7 85.2
12 Water 298 101 -13422 10.48 0 0.444
13 Nitrogen 298 101 -0.1554 6.83 1.937 3.88
14 Oxygen 298 101 -0.1371 6.408 0 0.3946
15 Ammonia 298 101 -2698 11.32 22506 0.2795
16 Water 500 101 -13038 11.46 91.43 0.296
17 Agueous

ammonia 395.7 101 -8016 11.46 26.89 0.5755
18 Ammonium

bicarbonate 373 101 -10663 11.95 13.9 1.299
19 Air 298 101 298.4 5.696 0 5.148
20 Oxygen-

Nitrogen 298 101 -0.1379 6.427 3.97 1.268
21 Natural gas 298 101 -4650 11.61 51980 0.25
22 Air 298 101 298.4 5.696 0 8.632
23 Air 640.4 808 649.9 5.881 296.3 8.632
24 Air 1870 808 2090 7.119 1368 8.632
25 Air 1339 101 1443 7.309 663.7 8.632
26 Air 462.5 101 464.9 6.14 34.1 8.632
27 Exhaust gases 690.4 96.05 -8957 8.425 194.4 1.518
28 Exhaust gases 373 101 -6918 5.421 7.35 0.9261
29 Carbon dioxide 4425 20000 46.86 -0.789 282.4 7.418
30 Carbon dioxide 1334 20000 1185 0.6207 1000 7.418
31 Carbon dioxide 1210 8000 1022 0.6716 822.7 7.418
32 Carbon dioxide 355.8 8000 -11.1 -0.8002 227.8 7.418
33 Water 345.8 35 304.3 0.9877 14.46 3.295
34 Water 345.8 35 2631 7.715 336.2 3.295
35 Sea water 303 100 98.71 0.344 0.14 158.1
36 Brine 329.2 100 214.4 0.7015 6.2 29.71
37 Cooling water 312.4 100 156 0.532 1.3 114
38 Freshwater 329.2 100 235.2 0.783 6.432 14.38
39 Nitrogen 298 101 -0.1557 6.836 0 0.2302
40 Exhaust gases 373 101 71.54 6.739 7.772 0.2026
41 Water 373 101 -13281 10.9 15.25 0.5919

Table 5.17: Molar basis composition of the exhaust gases in the integrated system.

Exhaust gases stream # 02 N2 H20 CO2
20 95% 5% 0 0

27 8.27% | 3.53% | 58.8% | 29.4%
28 20.0% |857% |0 71.4%
40 70.0% |30.0% |0 0
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The first set of results of this exergoeconomic analysis at this base case is presented in
Table 5.18. The first thing to mention from these results is the cost rate of the fluid being
stored in the thermal energy storage unit which is state 11 has a value of 9.41E-02 $ s!
which is a hundred times higher than the cost rate of the fluid going to the solar collectors.
This indicates the high cost of producing steam using solar collectors due to the investment
costs of this component. The cost rate difference between states 5 and 6 which are across
HX1 is high and this indicates that the heat losses at this heat exchanger could be used for
waste heat recovery to produce a more economically valuable product, like space heating
or additional electric power using an organic Rankine cycle. The cost rate of ammonia at
state 15 is 9.51E-02 $ s, while the cost rate of ammonium bicarbonate is lower at a value
of 8.92E-02 $ sX. The cost rate of the freshwater stream, state 38, is calculated at 7.97E-03
$ s. The financial production cost of ammonium bicarbonate per one kilogram in this
integrated system is 0.0687 $ kg, and this is much lower than the market price for the
food-grade ammonium bicarbonate which is valued between 0.20 and 0.25 $ kg* according
to values taken on October 28, 2021 [162].

100,000

10,000

1,000

100

Exergy destruction rate (kW)

Figure 5.43: Exergy destruction rates of the components in the integrated system. A logarithmic scale is used for
clarity.

This significant difference is the source of potential profits from using this carbon capturing
unit. This way could attract the power industry to adopt such carbon capturing systems that

produce valuable chemicals to reduce carbon dioxide emissions and make financial profits
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at the same time. Since the rate of CO- captured here is found to be 0.661 kg s, ammonium

bicarbonate is considered to be a serious method of carbon capture.

Table 5.18: Exergy rate, unit cost, and cost rates of all state points.

State No. | Exergy rate (kW) | Unit cost ($ kJ'Y) | Cost rate ($s7)
1 8.29E+01 1.20E-05 9.94E-04
2 3.30E+04 7.00E-06 2.31E-01
3 1.34E+04 7.00E-06 9.40E-02
4 1.96E+04 7.00E-06 1.37E-01
5 8.37E+03 7.00E-06 5.86E-02
6 2.88E+00 7.00E-06 2.02E-05
7 4.92E+01 1.54E-05 7.58E-04
8 3.37E+01 7.00E-06 2.36E-04
9 0.00E+00 2.40E-06 0.00E+00
10 7.27E-01 2.86E-05 2.08E-05
11 8.67E+03 1.09E-05 9.41E-02
12 0.00E+00 0.00E+00 0.00E+00
13 7.52E+00 6.42E-04 4.82E-03
14 1.75E-18 1.51E-05 2.65E-23
15 6.29E+03 1.51E-05 9.51E-02
16 2.71E+01 3.26E-05 8.81E-04
17 1.55E+01 6.20E-03 9.60E-02
18 1.81E+01 4.94E-03 8.92E-02
19 0.00E+00 0.00E+00 0.00E+00
20 5.03E+00 6.42E-04 3.23E-03
21 1.30E+04 4.00E-06 5.20E-02
22 0.00E+00 0.00E+00 0.00E+00
23 2.56E+03 1.25E-05 3.19E-02
24 1.18E+04 7.60E-06 8.98E-02
25 5.73E+03 7.60E-06 4.36E-02
26 2.94E+02 7.60E-06 2.24E-03
27 2.95E+02 7.60E-06 2.24E-03
28 6.81E+00 1.49E-05 1.02E-04
29 2.09E+03 9.02E-06 1.89E-02
30 7.42E+03 8.16E-06 6.05E-02
31 6.10E+03 8.16E-06 4.98E-02
32 1.69E+03 8.16E-06 1.38E-02
33 0.00E+00 0.00E+00 0.00E+00
34 1.11E+03 3.26E-05 3.61E-02
35 0.00E+00 0.00E+00 0.00E+00
36 1.84E+02 8.61E-05 1.59E-02
37 1.48E+02 8.61E-05 1.28E-02
38 9.25E+01 8.61E-05 7.97E-03
39 0.00E+00 6.42E-04 0.00E+00
40 1.57E+00 4.94E-03 7.78E-03
41 9.03E+00 1.49E-05 1.35E-04

In Table 5.19, the results of the cost rates and their corresponding unit costs for the heat
transfer and work streams are listed. Several can be observed from these results. To begin
with, the unit cost of work for turbine 1, turbine 2, and turbine 3 are 1.05E-05, 1.05E-05,
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and 1.18E-05 $ kJ, respectively. The interesting observation is that the unit cost per
exergy for turbine 1, which is produced using solar energy, and for turbine 2, which is
produced using the oxy-combustion Brayton cycle, are almost the same. As expected,
turbine 3-unit cost of work is higher than turbine 2 since it uses waste heat recovery and
more components to produce this work. The unit cost of heat transfer exergy of HX1 and
condenser are high at values of 8.74E-05 and 1.49E-05 $ kJ ™%, respectively. These indicate
that the heat losses in these heat exchangers have some economic potential to produce more
valuable outputs. It would be interesting to see how these can be utilized in future studies.

Table 5.19: Exergy rate, unit cost, cost rates of all heat transfer and work streams, and exergy destruction rates for all
components. NA for not applicable.

Components Heat Work Unit cost of | Unit cost Heat Work Exergy
transfer exergy heat of work transfer costrate | destruction
exergy stream transfer exergy ($ cost rate ($sh rate (kW)
stream (kW) exergy ($ t ($sh
(kw) kJ?)

Parabolic solar collectors | 0.00E+00 NA 0.00E+00 NA 0.00E+00 NA 46515

HX2 NA NA NA NA NA NA 4727

T1 NA 9.03E+03 NA 1.05E-05 NA 9.50E-02 | 2196

HX1 6.72E+02 NA 8.74E-05 NA 5.87E-02 NA 8368

ECD 1.18E+01 3.72E+01 4.77E-05 1.05E-05 5.65E-04 3.92E-04 | 27.6

ASU 8.66E+00 1.05E+03 6.42E-04 1.05E-05 5.56E-03 1.10E-02 | 4175

EAS 1.27E+01 8.99E+03 1.51E-05 1.05E-05 1.91E-04 9.46E-02 | 3627

Mixer NA NA NA NA NA NA 11.59

AB reactor 0.00E+00 NA 4.94E-03 NA 0.00E+00 NA 4388

C1 NA 3.03E+03 NA 1.05E-05 NA 3.17E-02 | 476.6

Combustor NA NA NA NA NA NA 3700

T2 NA 5.59E+03 NA 1.05E-05 NA 5.84E-02 | 489.6

HX3 NA NA NA NA NA NA 1104

T3 NA 1.20E+03 NA 1.18E-05 NA 1.42E-02 | 112.4

C2 NA 4.30E+02 NA 1.18E-05 NA 5.08E-03 | 24.84

HX4 NA NA NA NA NA NA 3353

MED NA NA NA NA NA NA 4816

Condenser 1.35E+02 NA 1.49E-05 NA 2.02E-03 NA 279.2

Table 5.20 lists the total investment cost rates of every component in the integrated system
as well as the exergoeconomic performance parameters. The exergoeconomic factors for
HX1 and condenser are very low at values of 0.21% and 0.20%, respectively, and these
low values confirm the need to investigate utilizing the heat losses from these components
to enhance their exergoeconomic factors. The f factors of HX1 and Condenser depend on

two parameters, the total investment costs and the exergy destruction cost rates as shown
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in equation 11. The f factors of these two components are very low because the exergy
destruction cost rates are much higher than their respective investment costs due to the heat
losses that occur in them. Another point that can be drawn from this table is the
exergoeconomic factors for all the three turbines are higher than 50% with turbine 1 being
the lowest of them. This indicates that these turbines are producing power at reasonable
cost rates and acceptable exergy losses. Looking at the integrated system, the overall total
investment cost rate is 2.73E-01 $ s, the overall exergy destruction cost rate is found to
be 3.40 $ s. These result in an exergoeconomic factor of 7.43% for the entire integrated
system. There are multiple multigeneration integrated systems with solar energy that have
low overall exergoeconomic factors that are similar to the one calculated in this study [167—
169].

Table 5.20: Total investment cost rates and exergoeconomic performance parameters for all components and the
integrated system.

Components Total Unit cost | Unitcost | Exergy Exergoeconomic
investment | of fuel ($ | of destruction | factor
cost rate ($ | kJY) product | cost rate ($
sh ($ kY s

Parabolic solar collectors | 2.30E-01 0.00E+00 | 7.00E-06 | 0.00E+00 100.00%

HX2 2.63E-04 7.00E-06 | 1.09E-05 | 3.31E-02 0.79%

Tl 1.64E-02 7.00E-06 | 1.05E-05 | 1.54E-02 51.56%

HX1 1.23E-04 7.00E-06 | 8.74E-05 | 5.86E-02 0.21%

ECD 1.73E-04 1.05E-05 | 4.77E-05 | 2.91E-04 37.32%

ASU 2.63E-03 1.05E-05 | 6.42E-04 | 4.36E-02 5.68%

EAS 7.24E-04 1.05E-05 | 1.51E-05 | 3.82E-02 1.86%

Mixer 0.00E+00 477E-05 | 6.20E-03 | 5.52E-04 0.00%

AB reactor 8.94E-04 6.22E-03 | 4.94E-03 | 2.73E+01 0.003%

C1 2.16E-04 1.05E-05 | 1.25E-05 | 4.98E-03 4.15%

Combustor 4.88E-03 6.58E-04 | 7.60E-06 | 2.44E+00 0.20%

T2 1.22E-02 7.60E-06 | 1.05E-05 | 3.72E-03 76.63%

HX3 3.31E-04 7.60E-06 | 8.16E-06 | 8.39E-04 28.29%

T3 3.47E-03 8.16E-06 | 1.18E-05 | 9.18E-04 79.10%

c2 2.55E-05 1.18E-05 | 9.02E-06 | 2.93E-04 8.00%

HX4 5.74E-05 8.16E-06 3.26E-05 | 2.74E-02 0.21%

MED 5.29E-04 3.26E-05 | 8.61E-05 | 1.57E-01 0.34%

Condenser 1.25E-05 6.42E-04 | 1.49E-05 | 1.79E-01 0.01%

Integrated system 2.73E-01 3.90E-05 | 5.10E-03 | 3.40E+00 7.43%

Implementing such an integrated system that produces electricity for a community with

net-zero emissions due to the carbon capturing system that is powered by solar collectors
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has real-world possibilities to be implemented for some reasons. For example, the fossil
fuel industry is keen on promoting carbon capturing to maintain its status in the economy
without having to sacrifice its environmental goals [170]. Another reason for implementing
such a system is that the produced ammonium bicarbonate could have positive financial
outcomes for the company that adopts such a technology. The third reason is carbon capture
and utilization systems that are both environmental and profitable are necessary to reach
the 2050 Net-Zero emissions goals set by the Paris agreement since they can be
implemented as a retrofitting unit to existing thermal power plants and gives us time to
build the infrastructure for more sustainable solutions, such as wind turbines and

photovoltaic solar cells.

5.3.1 Parametric studies of system 3

Now, the results of the performed parametric studies of this integrated system will be
discussed in this subsection. Figure 5.44 shows how changing the first parameter, which is
the solar irradiance, affects the overall energy and exergy efficiencies, and the TES ratio
(¢). As the solar irradiance increases from 0.45 to 0.90 kW m, the overall energy and
exergy efficiencies increase along with it, but these increase at different rates. The overall
energy efficiency rises faster than the exergy one and this is due to the high temperature of
solar irradiance which is 5770 K. Also, the TES ratio increases rapidly with the increasing
of solar irradiance, and this is due to the fact that less mass flow rate is needed to run turbine

1 so that it produces enough electric power for the EAS and ECD components.

Figure 5.45 presents the effects of varying the temperature of state 2 which is the
temperature of the stream that leaves the parabolic solar collectors on the overall energy
and exergy efficiencies and the TES ratio. Starting with the overall energy and exergy
efficiencies, they increase with increasing state 2 temperature in nonlinear manners. The
rates at which they increase are very similar. As the temperature increase from 620 to 1020
K, the overall energy and exergy efficiencies increase from 16.6%, and 10.4% to 29.8%,
and 13.9%, respectively. Furthermore, the TES ratio is increased in a nonlinear manner

from a value of 0.340 to a value of 0.493.
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Figure 5.45: A plot of overall energy and exergy efficiencies and thermal energy storage ratio (¢) versus temperature of
fluid leaving the parabolic solar collectors (state 2).

Figure 5.46 shows two other performance parameters that are affected by the state 2
temperature, which are the solar energy and exergy requirements for carbon capturing. The
first thing to note is that the trends of these two performance parameters are dropping

linearly with increasing magnitude of temperature 2. This means that less energy and
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exergy from the solar subsystem is required to capture the same amount of CO> from the
exhaust gases. The second thing to note is that the solar energy and exergy requirements
for carbon capturing go from values of 76.4 and 72.5 MJ kg of CO; down to 58.7 and
55.7 MJ kgt of COg, respectively, as the state 2 temperature increase from 620 to 1020 K.
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Figure 5.46: A plot of solar energy and exergy required for CO2 capture versus temperature of fluid leaving the
parabolic solar collectors (state 2).

Figure 5.47 is a plot of the trends of the TES ratio and the EAS power input as these are
affected by the faradaic efficiency of the electrochemical ammonia synthesizer. The
expected behavior of the EAS power input is clearly shown in the plot, as the efficiency of
the device increases, less amount of electric power to produce the same mass rate of
ammonia is needed. The interesting thing to note is that the trend of the EAS power input
is decreasing nonlinearly from 12,400 kW down to 5,990 kW as the faradaic efficiency
increases from 0.29 to 0.6. Regarding the TES ratio, the trend is opposite of the EAS power
input. The ratio increases with increasing faradaic efficiency and this anticipated since less

power output is needed from turbine 1.

Figure 5.48 shows how the single electrochemical component performance efficiency
affects the overall energy and exergy efficiencies of the entire integrated system. First of

all, the overall energy efficiency rises at a faster rate than the overall exergy efficiency over
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this range of faradaic efficiency, that is 0.29 to 0.6. The overall energy efficiency goes from
2.95% to around 39.4%. Second of all, the overall exergy efficiency rises slow in a
nonlinear manner from a value of 6.77% to a value of 16.5%. Thirdly, over the limited
range between 0.29 and 0.31 of faradaic efficiency, the overall exergy efficiency is higher
than the overall energy efficiency. Beyond this point, the overall energy efficiency
becomes higher than the overall exergy efficiency. One reason for this behavior is that the
TES ratio affects the overall energy efficiency than the overall exergy efficiency. This is
observed when comparing the trends of TES ratio and overall energy efficiency.
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Figure 5.47: A plot of thermal energy storage ratio (¢) and EAS power input versus faradaic efficiency of EAS.

Figure 5.49 presents yet another parameter that is being changed to observe its effects on
the integrated system. This parameter is the compression ratio of compressor 1 and it is
changed from 4 to 12. In this range of compression ratio, the mass flow rate of air entering
turbine 2 increases linearly from 8.05 kg s™ to 9.11 kg s™. The reason behind this increase
is to keep the inlet temperature of turbine 2 constant since increasing the compression ratio
of C1 increases the temperature of air entering the combustor and this means more thermal
energy will be involved in this component. If the mass flow rate was not increasing, then
the added thermal energy from the compressor would result in increasing the temperature

at state 24. Also, the net power production has an interesting parabolic behavior with a
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maximum point at a compression ratio of 10.3 where the net power production reaches a
value of 2,310 kKW.
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Figure 5.48: A plot of overall energy and exergy efficiencies versus faradaic efficiency of EAS.
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Figure 5.49: A plot of mass flow rate entering T2 (state 24) and net power production versus C1 compression ratio.

Figure 5.50 shows the behaviors of the overall energy and exergy efficiencies when the
compression ratio of compressor 1 changes from 4 to 12. The overall energy efficiency is
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improved in a nonlinear manner from 20.7% to 22.9% and there does not seem to be a
maximum point that corresponds with the maximum point of net power production from
the previous figure. The overall exergy efficiency also is enhanced from 11.5% to
maximum points with a value of 12.0% over a range compression ratio between 9.47 and
11.6.
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Figure 5.50: A plot of overall energy and exergy efficiencies versus C1 compression ratio.

Figure 5.51 displays how the mass flow rate at state 24 and the net power production are
both affected by changing the isentropic efficiencies of C1 and C2. As the isentropic
efficiencies increase go from 0.7 to 0.9, the mass flow rate of air entering turbine 2
decreases almost in a linear manner. This means less mass flow rate is needed to absorb
the heat from the combustor since the stream leaving compressor 1 is at a lower temperature
and this makes it easier to reach the set T2 inlet temperature. For the net power production,
it obviously increases with the enhancement of the compressors isentropic efficiencies and
this is because of power consumption of these two compressors is lowered with increasing

isentropic efficiencies.

Figure 5.52 presents the effects of changing the isentropic efficiencies of compressor 1 and
compressor 2 on the overall energy and exergy efficiencies. Generally, it seems that

increasing the performance of both compressors does not have significant improvements
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on the overall energy and exergy efficiencies. Even though the isentropic efficiencies
increase by 20 percentage points, the overall energy efficiency is only improved by almost
1 percentage point, while the overall exergy efficiency is enhanced by less than 0.5%.
There is some nonlinearity in both lines of the overall efficiencies, but this nonlinearity is

insignificant. So, it is safe to say that these efficiencies have linear trends.
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Figure 5.51: A plot of mass flow rate entering T2 (state 24) and net power production versus C1 and C2 isentropic
efficiency.
0.24 . ‘
-— 8 —8—8 —8—1
{_.7_7._2.,_.,{0— 7_.4_.,_7.——0—7—04—07 ——— - - 4
0.22" .
*Ten,overall
0.2 ™ Mex,overall
o
g 0.18- .
2
L
= 0.16- .
L
0.14r .
0.12)——u— 8= —m —8 —E——8— - = = = 58— S—8 88—}
0.1 1 L L L L 1 1
0.7 0.75 0.8 0.85 0.9

C1 and C2 isentropic efficiency

Figure 5.52: A plot of overall energy and exergy efficiencies versus C1 and C2 isentropic efficiency.
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Figure 5.53 shows the results of improving the isentropic efficiencies of turbine 2 and
turbine 3 on the mass flow rate at state 24 and the net power production. Interestingly, the
mass flow rate entering turbine 2 stays constant over the range of isentropic efficiencies at
value of 8.63 kg s™*. This is because turbine 2 performance does not affect how much mass
is needed to absorb the thermal energy from the combustor, only compressor performance
affects this mass flow rate since it affects how much enthalpy enters the combustor.
Looking at the net power production of the integrated system, there is an apparent increase,
and it is significant in magnitude. As the isentropic efficiencies of T2 and T3 improve from
0.7 to 0.9, the net power production increase from 1860 kW to 3510 kW.
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Figure 5.53: A plot of mass flow rate entering T2 (state 24) and net power production versus T2 and T3 isentropic
efficiency.

Figure 5.54 contains the plots of the overall energy and exergy efficiencies and how these
are affected by increasing the isentropic efficiencies of T2 and T3. Both energy and exergy
efficiencies increase noticeably from values of 21.2% and 11.5% to 25.6% and 13.3%,
respectively. These behaviors reflect the behavior of the net power production which
increases with lowering the inefficiencies of turbine 2 and turbine 3. One thing to note
about the behaviors of these efficiencies is that they are linear like the linear behavior of
the net power production from the previous figure. However, the slopes of these
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efficiencies are not the same, the overall energy efficiencies slope is higher than that of the

overall exergy efficiency.
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Figure 5.54: A plot of overall energy and exergy efficiencies versus T2 and T3 isentropic efficiency.

Figure 5.55 presents the last parameter being changed in this study which is the inlet
temperature of turbine 2. The mass flow rate entering turbine 2 has a nonlinear decreasing
trend from a value of 21.0 kg s* to a value of 8.63 kg s™. This is to allow the air to reach
higher temperature levels when it goes through the combustor. For the net power
production, the trend is as expected where it is improved with increasing the T2 inlet
temperature from 1170 K to 1870 K. The trend of the net power production is nonlinear,

and it increases from a low value of 444 kW to a much higher value of 2280 kW.

Figure 5.56 shows the effects of the inlet temperature to turbine 2 on the overall energy
and exergy efficiencies of the integrated system. Both efficiencies increase in the same
manner. The overall energy increase from a value of 20.8% to a value of 22.3%, and the
overall exergy efficiency goes from 9.95% to a value of 11.9%. These increases occur as
the T2 inlet temperature increase from 1170 K to 1870 K. Increasing this temperature has
positive effects on the integrated system as shown because this increases the potential to

produce more electric power using turbine 2. Also, this increases the temperature of the
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waste heat that is supplied to the supercritical carbon dioxide cycle which is the bottoming

cycle.
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Figure 5.55: A plot of mass flow rate entering T2 (state 24) and net power production versus T2 inlet temperature (state 24).
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Figure 5.57 presents the carbon capture rate of this integrated system as it changes over a
range of natural gas input to the system. There are two things to mention from this plot.
Firstly, as the natural gas mass flow rate increases, the rate of carbon captured increases
linearly. The increase of carbon capture rate goes from 0.289 to 1.16 kg s* as the natural
gas input rate goes from 0.10 to 0.40 kg s*. Secondly, it is seen that the majority of the
mass of the input natural gas becomes water that is rejected at the condenser rather than

carbon dioxide mass flow rate since the slope of this linear trend is less than 0.5.
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Figure 5.57: A plot of carbon dioxide capture rate versus mass flow rate of natural gas (state 21).

Figure 5.58 shows the change of ammonium bicarbonate production rate as the conversion
rate of the chemical reaction at the ammonium bicarbonate reactor varies. The behavior of
this production rate is linear, and it goes from 0.260 kg s* at a conversion rate of 0.20 to
as high as 1.30 kg s, when the conversion rate reaches unity. This plot shows that it is
important to increase the conversion rate of this reactor to be able to produce more

ammonium bicarbonate and increase the efficiency of the overall integrated system.

Figure 5.59 presents how the solar irradiance received by the solar collectors is affecting
the overall exergy destruction rate, which is a measure of the exergetic performance of the
entire integrated system, and the overall unit cost of products, which is a measure of the

economic costs of producing all the useful outputs, namely electric power, space cooling,
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freshwater, and ammonium bicarbonate. As the solar irradiance goes from 0.45 to 0.9 kW
m2, the overall exergy destruction rate increases in a linear manner from around 72000 to
as high as 116000 kW. In contrast, the overall unit cost of products drops as the solar
irradiance increases. The value of the overall unit cost is from 0.0065 to 0.0038 $ kJ™.
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Figure 5.58: A plot of ammonium bicarbonate production rate (state 18) versus conversion rate.
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Figure 5.59: A plot of overall exergy destruction rate and overall unit cost of products versus solar irradiance.
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Figure 5.60 shows the effects of solar irradiance on the overall total investment cost rate of
the entire integrated system and the overall exergoeconomic factor. Two nonlinear trends
appear from this plot. The first one is for the investment cost rate which increases as the
solar irradiance rises. On the other hand, the overall exergoeconomic factor decreases from
0.088 to as low as 0.057. Decreasing the overall exergoeconomic factor means that the
exergy destruction rate of the solar collectors due to increasing solar irradiance has
measurable effects on the exergy destruction rate of the entire system. This means that
better utilization of the thermal energy absorbed by the collectors could be suggested for

further improvement of the integrated system.
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Figure 5.60: A plot of overall total investment cost rate and overall exergoeconomic factor versus solar irradiance.

Figure 5.61 displays the effects of varying the temperature of the fluid leaving the solar
collectors on the overall exergy destruction rate and the overall unit cost of products of the
integrated system. The good thing about increasing this temperature is that it reduces both
the overall exergy destruction rate as well as the overall unit cost of products and these are
desirable. The overall exergy destruction rate is reduced from around 88700 to 85500 kW
in an almost linear trend, and the overall unit cost of products drops linearly from 0.0054
t0 0.0045 $ kJ 2.

Figure 5.62 presents how this temperature affects the overall total investment cost rate and

the overall exergoeconomic factor. Two opposite trends are noticed here. For the
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investment cost rate, it decreases, and it goes from 0.274 to 0.2733 $ s in a nonlinear way
as the temperature at state 2 increases from 620 to 1020 K. This is happening because
increasing the temperature at state 2 means decreasing the mass flow rate going through
the solar collectors. Lowering the mass flow going through the solar energy subsystem
lowers the investment cost rates of each component in this subsystem. However, the
exergoeconomic factor of the overall system rises in a somewhat linear manner from a
value of 0.0732 to 0.0758 as the temperature at state 2 rises. This means that it is preferable
to have the temperature at state 2 at higher values because this means that the overall exergy
destruction cost rate of the integrated system is lowered, and better utilization of the solar

energy is being done.
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Figure 5.61: A plot of overall exergy destruction rate and overall unit cost of products versus temperature of fluid
leaving the parabolic solar collectors (state 2).

Figure 5.63 shows how changing the compression ratio at compressor 1 for the oxy-
combustion Brayton cycle influences the overall exergy destruction rate and the overall
unit cost of products. As the compression ratio at C1 is increased from 4 to 12, the overall
exergy destruction rate is reduced exponentially in a desirable way from a magnitude of
88200 to 87200 kW. On the contrary, the overall unit cost of products increases linearly
from 0.005093 $ kJ* when the compression ratio is 4 to 0.005101 $ kJ' when the
compression ratio is 12. Furthermore, Figure 5.64 presents the effects the compression ratio

of compressor 1 has on the overall total investment cost rate and the overall
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exergoeconomic factor. Some interesting patterns emerge from varying this parameter.
First of all, the investment cost rate rises by a value of 0.006 $ s* which is a 2.22% increase
as the compression ratio goes from 4 to 12. The overall exergoeconomic factor has a
parabolic pattern with a maximum value of 0.0743 when the C1 compression ratio is 7.2.
This behavior of the exergoeconomic factor provides us with a range of optimum
operations of the integrated system and this is why conducting such parametric studies is

useful before going to the optimization study.
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Figure 5.62: A plot of overall total investment cost rate and overall exergoeconomic factor versus temperature of fluid
leaving the parabolic solar collectors (state 2).

Figure 5.65 is a plot of changing both the compressor 1 and compressor 2 isentropic
efficiencies in the powering subsystem of the integrated system which includes the oxy-
combustion Brayton cycle and the supercritical carbon dioxide cycle to see how these
efficiencies affect the overall exergy destruction rate as well as the overall unit cost of
products. As the isentropic efficiencies of both compressors increase from 0.7 to 0.9, the
overall exergy destruction rate decreases linearly from 87400 to 86700 kW as expected
because increasing the isentropic efficiency of these compressors directly means reducing
the exergy losses at these two important components of the powering cycles. Also, the
overall unit cost of products is minimized when the isentropic efficiency of these two
compressors is set to be 0.87, but beyond this point, the overall unit cost is increased rapidly

as shown in the figure.
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Figure 5.63: A plot of overall exergy destruction rate and overall unit cost of products versus C1 compression ratio.
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Figure 5.64: A plot of overall total investment cost rate and overall exergoeconomic factor versus C1 compression
ratio.

Additionally, Figure 5.66 presents graphs of the overall total investment cost rate and the
overall exergoeconomic factor as functions of the isentropic efficiency of compressors 1
and 2. The first thing to mention is the investment cost rate remains almost constant in the
range between 0.7 and 0.85, but from 0.85 to 0.9, the investment cost rate rises very rapidly

to a value of 0.2751 $ s. The overall exergoeconomic factor has a parabolic behavior with

167



a maximum value of 0.078 at an isentropic efficiency of 0.88. This trend helps us in
determining the range of isentropic efficiency so that this system is optimized regarding its

exergoeconomic performance.
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Figure 5.65: A plot of overall exergy destruction rate and overall unit cost of products versus C1 and C2 isentropic

efficiency.
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Figure 5.66: A plot of overall total investment cost rate and overall exergoeconomic factor versus C1 and C2 isentropic
efficiency.

Figure 5.67 shows the overall exergy destruction rate and the overall unit cost of products

behaviors as the isentropic efficiency of turbine 2 and turbine 3 are varied. As the isentropic
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efficiencies of the two turbines increase in tandem from 0.7 to 0.9, a positive behavior of
the overall exergy destruction rate is observed. This performance parameter of the
integrated system is reduced from 88000 to 85500 kW. Similarly, the overall unit cost of
products has a good trend of being reduced when the isentropic efficiency is enhanced. The
unit cost goes from 0.0051 to 0.00508 $ kJ .
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Figure 5.67: A plot of overall exergy destruction rate and overall unit cost of products versus T2 and T3 isentropic
efficiency.

Figure 5.68 presents two other performance parameters of the integrated system, namely
the overall total investment cost rate, and the overall exergoeconomic factor. When the
isentropic efficiency of turbine 2 and turbine 3 go from 0.7 to 0.9, these two performance
parameters rise in magnitude linearly. The investment cost rate rises by 1.1%, and the

exergoeconomic factor improves by 12.5%.

Figure 5.69 illustrates the influences of altering the turbine 2 inlet temperature (state 24)
on the overall exergy destruction rate and the overall unit cost of products. As the inlet
temperature is increased from 1200 to 1870 K, the overall exergy destruction rate drops
nonlinearly from 88700 to a little less than 87500 kW. Moreover, the unit cost of products
has a parabolic curve with a minimum point of 0.00509 $ kJ** when the inlet temperature
is set at 1780 K. The highest value of this unit cost is reached when the inlet temperature
is 1200 K. This means that this temperature should be in the vicinity of 1780 K to achieve

a low overall unit cost of products for this integrated system.
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Figure 5.68: A plot of overall total investment cost rate and overall exergoeconomic factor versus T2 and T3 isentropic

efficiency.
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Figure 5.69: A plot of overall exergy destruction rate and overall unit cost of products versus T2 inlet temperature (state
24).

Figure 5.70 presents how turbine 2 inlet temperature changes the overall performance
parameters of the integrated system which are the overall total investment cost rate and the
overall exergoeconomic factor. When the inlet temperature is increased from 1200 to 1760
K, the overall total investment cost rate is reduced to a minimum value of 0.270 $s. When

the inlet temperature is increased from 1760 to 1870 K, the cost rate rises dramatically. In
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contrast, the overall exergoeconomic factor reaches a maximum of 0.0751 when the inlet

temperature is 1760 K, then it drops significantly beyond this point.

A typical day in Jeddah, Saudi Arabia is taken as a case study to show the changes of solar
irradiation in this location and how it affects the performance of the second integrated
system. Figure 5.71 shows the variation of the overall energy and exergy efficiencies in the
second integrated system over the time of day. When the time of day reaches the range
where solar irradiance is high, the overall energy and exergy efficiencies are at their highest
values during the entire day, while they reach lowest points when the sun is absent. Both
of these efficiencies peak when the time of day is around 12 PM and the overall energy and
exergy efficiencies have values of 35%, and 12% at this time. Figure 5.71 presents the
changes of the power production of turbine 1 over a typical day. The power production
curve peaks when the time is 12 PM and this coincides with the value of the highest energy
and exergy efficiencies as discussed earlier. At this time, turbine 1 power production
reaches a magnitude of 11,168 kW. When the sun is absent, the power production reaches
low values, and the thermal energy storage unit must start to compensate for this lack of

electric power.
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Figure 5.70: A plot of overall total investment cost rate and overall exergoeconomic factor versus T2 inlet temperature
(state 24).
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Figure 5.71: A plot of overall energy and exergy efficiencies versus time of day.
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Figure 5.72: A plot of turbine 1 power production versus time of day.

5.3.2 Optimization study results of system 3

Now, the optimization findings of this present integrated system are discussed. Starting
with Table 5.21, the objective functions and their selected models are presented. These

were generated using the Eurega software and it is noticed that these models have high
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correlations with the trained data, higher than 0.999. This indicates that the accuracy of
these models is reasonable and can be used to implement them in the multi-objective
optimization method. One thing to notice in both models is that all four decision variables
chosen for this optimization study are present in the objective function mathematical

expressions generated using the genetic programming method.

Figure 5.73 shows the Pareto front produced after implementing the multi-objective
optimization method using MATLAB. Three points are of interest to discuss here. The first
point is Point A in the figure, and it represents where the overall exergy destruction rate is
minimized, and the overall unit cost of products is relatively ignored. Point B is the
opposite of this point, it indicates the point where the unit cost is minimized, and the overall
exergy destruction rate is ignored. Thirdly, Point C is the chosen point because it is the
closest point to the ideal point. This ideal point represents an imaginary point where both
objective functions are minimized without a tradeoff. At the chosen point, the overall
exergy destruction rate and the overall unit cost of products are 86000 kW and 5.19x10

$ kJ1, respectively. A list of all the points on the Pareto front is given in Table 5.22.

Table 5.21: Objective functions models generated by Eurega after five minutes of search time.

Objective | Genetic programming selected models Correlation | Mean Mean
functions coefficient | absolute | squared
(R?) error error
Overall EXgestoveran = 17344 + 9.69 X 10* X Syy 0y
exergy + 25.74 X 1y
destruction + 1.771 X Ty,
rate 7.839 x 106 7200 0.999 5.09 61.2
+ +
Ty Te1
2309
+
N1
Overall Cpoveran = 4.052 x 107*
unit cost + 1.026 X 107 X 14
of + 211 %X 1077 X Ty,
-7 -12
products 0.5912  2.405 x 1073 0999 ) 6.52x107 | 1.09x10
T24 Ssolar
— 514 %1075 X gy
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Figure 5.73: A plot of the Pareto front of the optimization study of the integrated system.

Table 5.22: Decision variables values for the optimum solutions and their corresponding objective functions values

presented for system 3.

Solar irradiance C1 compression ClandC2 T2 inlet Overall exergy Overall unit cost
(KW m?) ratio isentropic temperature (K) | destruction rate | of products ($ kJ?)
efficiency (kW)

4.91E-01 8.22E+00 8.99E-01 1.37E+03 7.67E+04 5.99E-03
4.50E-01 1.19e+01 8.99E-01 1.38E+03 7.26E+04 6.43E-03
8.80E-01 5.99E+00 9.00E-01 1.37E+03 1.15E+05 3.82E-03
8.60E-01 7.53E+00 9.00E-01 1.36E+03 1.13E+05 3.89E-03
5.86E-01 7.80E+00 8.99E-01 1.37E+03 8.60E+04 5.19E-03
7.58E-01 9.43E+00 8.99E-01 1.37E+03 1.03E+05 4.26E-03
5.99E-01 9.51E+00 8.99E-01 1.37E+03 8.71E+04 5.10E-03
9.00E-01 5.81E+00 9.00E-01 1.36E+03 1.17E+05 3.76E-03
6.81E-01 9.17E+00 8.99E-01 1.37E+03 9.51E+04 4.62E-03
6.37E-01 1.06E+01 8.99E-01 1.37E+03 9.07E+04 4.87E-03
5.01E-01 9.58E+00 8.99E-01 1.36E+03 7.76E+04 5.89E-03
4.50E-01 1.19e+01 8.99E-01 1.38E+03 7.26E+04 6.43E-03
5.54E-01 9.75E+00 8.99E-01 1.37E+03 8.28E+04 5.43E-03
4.63E-01 9.48E+00 8.99E-01 1.37E+03 7.39E+04 6.29E-03
8.22E-01 6.73E+00 9.00E-01 1.36E+03 1.09E+05 4.01E-03
4.74E-01 8.71E+00 8.99E-01 1.37E+03 7.50E+04 6.16E-03
7.74E-01 7.12E+00 8.99E-01 1.36E+03 1.04E+05 4.19E-03
6.54E-01 9.62E+00 8.99E-01 1.37E+03 9.25E+04 4.76E-03
8.31E-01 7.12E+00 9.00E-01 1.37E+03 1.10E+05 3.98E-03
6.15E-01 7.63E+00 9.00E-01 1.37E+03 8.88E+04 5.00E-03
8.02E-01 7.15E+00 9.00E-01 1.36E+03 1.07E+05 4.09E-03
5.65E-01 7.52E+00 9.00E-01 1.37E+03 8.39E+04 5.35E-03
6.46E-01 7.87E+00 8.99E-01 1.37E+03 9.18E+04 4.81E-03
6.71E-01 8.75E+00 9.00E-01 1.37E+03 9.41E+04 4.67E-03
5.40E-01 7.36E+00 9.00E-01 1.37E+03 8.15E+04 5.54E-03
5.09E-01 8.46E+00 8.99E-01 1.37E+03 7.85E+04 5.81E-03
7.89E-01 6.23E+00 9.00E-01 1.37E+03 1.06E+05 4.13E-03
8.16E-01 7.16E+00 9.00E-01 1.36E+03 1.08E+05 4.03E-03
7.38E-01 8.59E+00 8.99E-01 1.37E+03 1.01E+05 4.35E-03
4.58E-01 1.12E+01 8.99E-01 1.38E+03 7.33E+04 6.35E-03
4.77E-01 7.25E+00 8.99E-01 1.37E+03 7.54E+04 6.13E-03
5.71E-01 9.37E+00 9.00E-01 1.36E+03 8.44E+04 5.30E-03
6.10E-01 9.35E+00 8.99E-01 1.37E+03 8.81E+04 5.04E-03
8.41E-01 6.61E+00 9.00E-01 1.36E+03 1.11E+05 3.95E-03
8.69E-01 6.91E+00 9.00E-01 1.36E+03 1.13E+05 3.86E-03
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5.4 Experimental investigation results

In this section, the results of the experimental setup and procedure are presented and
discussed. To begin with, Figure 5.74 shows a plot of temperature variation of the batch
reactor for the different trials. Some things can be noticed from this figure. Firstly, the
operating temperature for the baseline and catalyst cases are constant over the length of the
trials and they are in the range of room temperature, which is between 23 and 24°C. One
thing to observe is that the batch reactor temperature drops by almost 0.5°C from the start
temperature to the end temperature. This is due to the fact that the ammonium bicarbonate
reaction and the ammonia dissolution are endothermic reactions. Secondly, for the
induction heating case, the operating temperature is higher than the other two cases by
almost 12°C, but it starts at room temperature. The operating temperature of the induction
heating case is between 35 and 40°C. Another observation is that it takes the induction
heater less than 10 minutes to heat the batch reactor of 500 ml of mixture to the desired

operating range.
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Figure 5.74: A plot of the batch reactor temperature over time for the different runs.

Figure 5.75 presents the mean temperature under which the batch reactor was operating for
all the different experimental runs. It is noticed that the baseline and catalyst cases have
similar temperatures with very minimal standard deviations, while the induction heating
case are at a higher temperature level for the reactor which is in the desired range between
35 - 40.0°C. The standard deviations for the induction heating cases are larger due to the
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wider range of operating temperature for these cases and for the fact that the induction

heater was turned ON and OFF over the experimental time.

45

0 I I I I ‘ |
1 2 3 4 5 6

Runs

Mean temperature (°C)
= =2 N N W W A
O O oo o a O

Figure 5.75: Mean operating temperature of the batch reactor for all the experimental runs.

Figure 5.76 displays a typical example of a pH level measurement after each trial in the
experiment. This curve represents the pH level sensor converges to the true value of the
solution after 50 seconds from the start of the measurement. When taking the final
measurement of the pH level for each trial, only the last 50 seconds were taken into account
and the reason behind this is this observed convergence of the sensor measurement. These
pH level measurements were taken to ensure that the solution is at an acceptable range of

pH for the formation of ammonium bicarbonate which is between 7 and 10.5.

Table 5.23 shows the complete pH level measurements for all the trials with their different
compositions. It is noticed that the majority of the solutions fall in the range between 9 and
10.5 for the pH level and this is a good range for maintaining the formed ammonium
bicarbonate according to studies and modeling done by Chen et al. [104]. This is to
guarantee the purity of the formed ammonium bicarbonate. As the solution losses its
ammonia content, this pH level reduces to 7 and the possibility of forming ammonium
carbonate are reduced during the natural drying process. One thing to notice is that for the
induction heating cases, the pH level is lower, and this could indicate more consumption
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of ammonia in the solution to form ammonium bicarbonate compared to the other two
cases.

4]
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Figure 5.76: A plot of the solution pH level over time after the run is done for the Catalyst case with 80%mol of COs..

Table 5.23: pH level measurements of the end solutions of the different experimental runs.
Runs 1 2 3 4 5 6

pH level | 10.3 9.8 10.8 10.9 10.4 9.1

Figure 5.77 presents the current measurements over the period of the trials for the induction
heating cases. This current is the electric current supplied to the ZVS unit for the
electromagnetic induction heater. It is noticed that the supply of electricity to the induction
heater is mainly for the first 8 minutes of the experiment and after that, the current goes to
zero because the temperature of the batch reactor remains within the desired range from
time period between 8 and 16 minutes. After this point, the induction heater is switched on
for a short time period (around 2 minutes) to reheat the batch reactor back to the desired
operating temperature range. Then, this reheating lasts for another 8 minutes of the
experiment. This indicates that there is no further need to supply heat to the reactor and
this is another advantage of using this induction heater. It only needs to work at the
beginning of the experiment, and it can be turned off quickly by cutting the current rather
than a typical resistance heater that requires time to cool off and loss heat to the
environment. Induction heaters only supply heat selectively to the metallic catalysts at
desired times with short transients. All these features of the induction heater reduce the
energy demand for this ammonium bicarbonate production process. Figure 5.78 shows the
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energy consumption of the induction heater for the two runs of the induction heating case.
The energy consumption for run 5, which is the experimental run with 30%mol CO and a
catalyst, is 22.1 kJ, while the energy consumption for run 6, which is the experimental run
with 80%mol CO; and a catalyst, is 21.9 kJ. It does not seem that the CO» concentration

has a significant effect on the amount of energy consumption by the induction heater.
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Figure 5.77: A plot of the supplied current to the induction heater over time for the Induction heating cases.
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Figure 5.78: A plot of the energy consumption of the induction heater for the Induction heating cases.

Table 5.24 presents an initial screening of the significance of all the three factors and their
four possible interactions up to the third order. First thing to notice is that the interactions
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of BC and ABC have zero adjusted sum of squares and were not included in the results,
and this means that these two interactions are purely insignificant and due to random error.
Second thing to notice is that the two weakest sources of variance are C and AC according
to their sum of squares, and these can be considered insignificant for this initial screening
of variables. However, A, B, and AB sources of variance require further investigation, and
this will be done in the second round of ANOVA treatment. It is interesting to find out that
the use of an induction heater to increase the production of ammonium bicarbonate is
statistically insignificant according to this analysis and the same goes for the interaction of

the induction heater and the CO2 concentration.

Table 5.25 lists the selected sources of variance and their ANOVA results. The most
significant source of variance is B which is the addition of the steel catalyst which has a P-
value of 0.2%. This indicates that there is a very low probability that the changes in the
ammonium bicarbonate production were due to random errors. Another factor that is
causing almost significant changes in the production of ammonium bicarbonate is the CO>
concentration. Also, the interaction of these two factors seems to have a good chance of
being significant enough to cause effects to the mass production from the batch reactor.
Further investigation to this interaction is needed and it is suggested for future studies.
Table 5.26 presents the regression equation that describes how the three sources of variance

affects the mass produced by the batch reactor of ammonium bicarbonate.

Table 5.24: Comprehensive ANOVA results for all factors and their interactions.

Source Degree of Adjusted Sum of | Adjusted F-Value P-Value
of Freedom Squares Mean Square

variance

A 1 0.000083 0.000083 2.08 0.200

B 1 0.000422 0.000422 10.6 0.017

C 1 0.000002 0.000002 0.06 0.813
AB 1 0.000069 0.000069 1.74 0.236
AC 1 0.000005 0.000005 0.13 0.732
Error 6 0.000239 0.000040

Total 11 0.00116

Table 5.25: ANOVA results for the selected factors and interaction.

Source Degree of Adjusted Sum of | Adjusted F-Value P-Value
of Freedom Squares Mean Square

variance

A 1 0.000139 0.000139 4.53 0.066

B 1 0.000606 0.000606 19.7 0.002
AB 1 0.000069 0.000069 2.23 0.173
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Error 8

0.000246 0.000031

Total 11

0.00116

Table 5.26: Regression equation for the selected factors and interaction.

Regression equation | Ammonium bicarbonate mass = 0.0228 + 0.00361xA +
0.00754xB + 0.00254xAB

Term Coefficient SE Coefficient P-value

Constant 0.02276 0.00170 0.000

A 0.00361 0.00170 0.066

B 0.00754 0.00170 0.002

AB 0.00254 0.00170 0.173

Figure 5.79 shows the main effects on the mass production of ammonium bicarbonate in
the batch reactor and how it responds to the most significant sources of variance. B, which
is the addition of the steel catalyst, has the highest positive effect on the production. AB,
which is the interaction between the CO, concentration and the steel catalyst, also has a
positive effect on the production of ammonium bicarbonate, but it is the lowest. In addition,
it is noticed that increasing both the CO> concentration of flue gases and adding a steel

catalyst seem to be statistically significant ways to improve the production of ammonium

bicarbonate for carbon capturing and utilization.
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Figure 5.79: A plot of the main effects of the selected factors and interaction on the mass production of ammonium

bicarbonate.
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Figure 5.80 displays the 95% confidence interval for each run in the experiment according
to Table 3.2 which shows the ammonium bicarbonate production mass. It clearly shows
that when the induction heater is used, a larger interval is needed and this adds more
evidence to the earlier results that showed using an induction heater is not a significant
source of variance, unlike using a steel catalyst or changing the carbon dioxide
concentration in the batch reactor. The shortest intervals exist when the induction heater is
turned OFF and when a steel catalyst is used with low concentration of CO2 is injected to

the batch reactor.
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Figure 5.80: A plot of the mass production of ammonium bicarbonate over the different experimental runs.

5.5 Scale-up study results

The last part of the discussion here is the results of the scale-up analysis done to this batch
reactor. Given that it this batch reactor would be placed in one of the multigeneration
integrated systems with carbon capturing, the production capacities of system 2 are used
here to estimate the size and capital cost of a full-scale batch reactor. The ratio of
ammonium bicarbonate production rates between the lab-scale and the full-scale is found
to be 27.8x108, when the induction heating case with 80%mol is taken. Taking this to be

the same as the volume scaling factor, the diameter for the full-scale reactor is estimated
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to be 29.8 m, knowing that the volume for the lab-scale reactor is 500 mL and its diameter
is 0.0985 m, after using the spherical volume formula. From knowing this, we can find two
more values. The heat transfer area scaling factor is calculated to be 91.5x103, while the
capital cost for this full-scale reactor is estimated to be $7.94x108, when the cost for the
lab-scale reactor is given to be $194.7, which includes the capital costs of the reactor,
catalysts, and the induction heater. The cost of the baseline reactor is $132, while it is

$132.03 for the catalyst reactor when both are at lab-scale.

Figure 5.81 presents the capital costs of the full-scale reactor with induction heating at two
different concentration levels of carbon dioxide. First thing to notice is that as the
concentration of carbon dioxide increases, the capital costs of the full-scale reactor
decrease significantly. This shows the importance of designing combustion methods that
produce high concentration of carbon dioxide as part of the exhaust gases. One
straightforward and easy way to increase the percentage of carbon dioxide in the exhaust
gases is to use water condensers like what the proposed integrated systems in this work
have suggested. The capital cost gaps between the three levels of concentration increase as
the ammonium bicarbonate production rate increases. The largest gap exists between the
30mol% and the 80%mol which is $2.66x108, which is a tremendous amount of money to
be invested. This amount of money could rather be directed to increase the CO:
concentration in the exhaust gases by utilizing newer technologies in combustion, such as
oxy-combustion, and solid-oxide fuel cells.
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Figure 5.81: A plot of the full-scale reactor capital cost over a range of ammonium bicarbonate production rates. The
percentages represent the initial concentration of CO: in the reactor for the induction heating case.
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Figure 5.82 presents the capital costs comparison of the three cases of operation for the
full-scale reactor. An interesting thing is noticed in this comparison which is that the lowest
cost is identified with the catalyst case, and this is because of three reasons. Firstly, the
catalyst case does not require an induction heater, and this lowers the capital cost of the
reactor. The second reason is that it requires much smaller diameter to produce the same
production rate of ammonium bicarbonate compared to the baseline. Thirdly, the catalyst
used in this reaction is a cheap steel catalyst which does not affect the capital costs
compared to the induction heater. At a production rate of 5 kg s?, the capital cost for the
full-scale reactor operating under catalyst case conditions is $7.16x108, while they are
$9.36x108, and $7.94x108, for the baseline case and the induction heating case,
respectively.
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Figure 5.82: A plot of the full-scale reactor capital cost over a range of ammonium bicarbonate production rates for the
three cases. The percentage chosen is 80%mol of COo.

Next, the effects of the geometric scaling up on the heat transfer and temperature aspects
of the batch reactor are investigated. Table 5.27 presents the geometric changes of the
volume and diameter as well as the surface area to volume ratio on the batch reactor as the
scaling up factor increases. Figure 5.83 presents how the surface area over volume of the
batch reactor reduces exponentially as the scaling factor increases due to the fact that the
volume increases at a faster rate than the surface area. This poses some technical and heat
transfer challenges when scaling up the batch reactor because the surface area is what helps
in releasing excess thermal energy in the reactor to the surroundings. Since this surface

area does not grow to keep up with the volume increase of the batch reactor during scaling
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up, more thermal energy will be trapped in the reactor, and this will translate into higher
operating temperature at some point of the reaction. This can be mitigated by two means,
increasing the number of reactors working in parallel instead of having a single batch
reactor to balance the surface area to volume ratio, and to reduce the temperature of the

cooling fluid for this batch reactor to increase the heat transfer rate.

Table 5.27: Geometric parameters of the scaled-up batch reactor.

Scaling factor | V (L) Vim®) | D(m) | A(m?) | AV (m?)
1 0.5 0.0005 | 0.0985 | 0.0305 60.9
10 5 0.005 | 0.212 0.141 28.3
100 50 0.05 0.457 0.656 131
1000 500 0.5 0.985 3.05 6.09
10000 5000 5 2.12 141 2.83
100000 50000 50 4.57 65.6 131
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Figure 5.83: A plot of surface area over volume of the batch reactor over a range of scaling factor.

Figure 5.84 shows the effects of scaling factor on the peak temperature of the batch reactor
to produce ammonium bicarbonate when the inlet gases contain 30%mol of COa. As the
scaling factor increases by orders of magnitude, the peak temperature goes from a moderate
level of 346 K, when the scaling factor is unity, to as high as 782 K, when the scaling factor
is 1,000. The consequence of reaching this high temperature level is the disintegration of
ammonium bicarbonate in the first 10 minutes of the reaction time in the batch reactor

which does not help the production of ammonium bicarbonate and carbon capturing. For
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this reason, it is suggested to elongate the reaction time to 40 minutes to compensate for

the effects of reaching a peak temperature when scaling up the batch reactor.
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Figure 5.84: A plot of batch reactor temperature over time for different scaling factors for 30%mol of COs..

Figure 5.85 presents similar trends as the previous plot for 80%mol of CO: of inlet exhaust
gases. However, the peak temperatures are significantly higher, and they range from 508
K to 888 K as the scaling factor grows from 1 to 1,000. This poses another limitation on
the batch reactor that needs to be considered when scaling it up. Lowering the concentration
of CO> reduces the peak temperature which reduces the rate of backward reaction for
producing ammonium bicarbonate. A tradeoff between reducing costs and reducing peak
temperatures for the scaling up of this batch reactor needs further investigation. Looking
at the case where the scaling factor is 1,000 with 80%mol of CO>, the operating temperature
remains above the 60°C mark, which is the highest possible temperature for ammonium
bicarbonate production, even after 30 minutes of operation. Possible solutions for this issue
can be reducing the cooling temperature or separating the batch reactor into smaller parallel
batch reactor working in synchronization for carbon capturing and ammonium bicarbonate
production.

Figure 5.86 shows the effects of cooling fluid temperature on the behavior of batch reactor
temperature over the operation time. A case of 80%mol is taken here because it is more
severe than the 30%mol to show how increasing the cooling temperature can help the
scaling up limitations. After looking at these results that are plotted here, it turns out that
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decreasing the cooling temperature does affect the peak temperature marginally and it is
not a possible way to reduce the effects of scaling up. Therefore, another approach must be
considered here. Figure 5.87 displays the effects of changing the initial temperature of the
batch reactor on the peak temperature of the same case mentioned above and similar
conclusions can be drawn. Changing the initial temperature of the reactor reduces the peak
temperature only by a small difference and it does not count as a viable approach to resolve
the issue of increasing the peak temperature to such high levels.
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Figure 5.85: A plot of batch reactor temperature over time for different scaling factors for 80%mol of COs..
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Chapter 6: Conclusions and Recommendations

In this chapter, the main conclusions of this thesis work are drawn and mentioned. Next,
recommendations of future research and ideas to extend this work are outlined which are

based on the findings of this thesis.
6.1 Conclusions

This thesis has introduced and investigated several carbon capturing systems
thermodynamically and economically using the exergy and exergoeconomic tools. Also, it
has investigated a batch reactor for carbon capturing and production of ammonium
bicarbonate. The main findings of this thesis are listed below:

e From the analysis of carbon capturing system 1, the PEM electrolyzer heat losses
are the highest in the system and this results in high exergy destruction rate of this
component, which consists of 88.3% of the total exergy destruction rate of the
system.

e Also, there is a high amount of ammonium bicarbonate produced using very little
hydrogen production rate. The ratio of these two chemicals in the system is 26.
This useful chemical can be sold to offset the high energy requirements of the
present carbon capture system.

e From the analysis of carbon capturing system 2, the use of an electrochemical
ammonia synthesizer has lower energy requirements compared to the use of a PEM
electrolyzer and the Haber-Bosch process for ammonia synthesis.

e This carbon capturing unit requires 13.3% less energy to capture the carbon than
the carbon capturing scheme for system 1.

e Also, the temperature of the geothermal fluid and the faradaic efficiency of the
electrochemical ammonia synthesizer have major effects on the performance of the
double-flash geothermal power plant and the carbon capturing unit with
ammonium bicarbonate production.

e In addition, for system 2, ammonia is produced with a cost rate of 1.96x102 $ s},

and ammonium bicarbonate is produced with a cost rate of 2.02x102 $ s,
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e From the analysis of carbon capturing system 3, the overall energy and exergy
efficiencies of this integrated system are 22.3%, and 11.9%, respectively.

e Heat exchanger 1 of system 3 has a high exergy destruction rate of 8,370 kW. It is
suggested to utilize the waste heat from this component for further power
generation using an organic Rankine cycle.

e Comparing all the systems in terms of ammonium bicarbonate production cost, the
lowest production cost of ammonium bicarbonate per one kilogram is by system 2
with a value of 0.0319 $ kg%, and this is 12.7% of the market price.

e The ammonium bicarbonate production improves by 1.98 when a steel catalyst and
a high concentration of carbon dioxide are implemented compared to the baseline

case of low carbon dioxide concentration.
6.2 Recommendations
Some future research ideas that are based on this work are suggested here:

e Prototypes of the conceptually proposed integrated systems should be built, tested,
and optimized to validate the thermodynamic performance of these systems. Pilot-
scale prototypes should be built, tested, and optimized for the batch reactor.

e Testing various catalysts in the carbon capturing reactor for producing ammonium
bicarbonate should be considered for future work.

e Dynamic analyses have to be performed on the carbon capturing systems to gain
more operational data and to further optimize their performance.

e |t is important to study the proposed systems using exergoenvironmental analysis
to assess their environmental impact.

e Life cycle costing assessments should be studied on the proposed carbon capturing
systems to identify the costs of the stages of building and operation for these
systems.

e Multi-objective optimization studies should be conducted which consider more
objectives, such as environmental impacts, and dynamic operation of the carbon
capturing systems.

e Developing new renewable energy-based carbon capturing systems using hydro

power, and osmotic power is of interest for future research.
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