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A B S T R A C T

Computer-based methods for displaying and formatting texts for speed
reading, including the popular Rapid Serial Visual Presentation method,
are increasingly popular in both research and commercial applications.
However, these techniques tend to be intrusive and optimized only for
maximally efficient speed reading. Here, we present a technique for mul-
timodal text layouts utilizing typographical cuing, making the text re-
sponsive to the user’s reading behavior as observed through eye tracking.
We present a quantitative and qualitative evaluation of our work; finding
high usability metrics and positive qualitative feedback, but no signifi-
cant effects on task performance. Our work serves to replicate and extend
prior work on gaze-aware, attentive documents.
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1
I N T R O D U C T I O N

Written language, and therefore the activity of reading it, have existed for
thousands of years. Despite this long history, the process of reading has
remained relatively unchanged over time. The advent of computerized
text displays has allowed for experimentation with new methods of dis-
playing and reading text. Techniques like the popular Rapid Serial Visual
Presentation (RSVP) and others have been explored in both scientific and
commercial applications.

However, these technologies have yet to find widespread acceptance.
We argue that this is due to a myopic focus on speed reading as the only
metric of value, an opinion commonly displayed in advertising for RSVP
and other techniques. Little interest is shown in supporting the highly
diverse reading behaviors displayed in the vast spectrum of human ex-
perience. Some reading activities are best done slowly and carefully, like
studying or copyediting, while others are dependent on more ephemeral
qualities; for example, reading for simple pleasure and fun. Not only are
most experimental reading augmentations optimized for supporting only
a single reading behavior (usually, reading as fast as possible), they force
the reader into complying with that behavior by disrupting the existing
reading process.

We believe these disruptive techniques are not the most promising av-
enue of exploration for reading augmentations; instead, we are interested
in work like Kobayashi et al. or Biedert and Buscher [12, 48]. These tech-
niques are non-disruptive, because they work by applying minor typo-
graphical changes to existing text; despite this restrained approach, they
are able to support specific reading behaviors like skimming or scanning.

Furthermore, we also believe non-disruptive reading augmentations
that could improve reading comprehension or speed with no tradeoff
would be extraordinarily useful across a wide variety of human domains.
A population survey of Americans found that 25% of workers spend an
hour or more each day reading emails; this means that Americans col-
lectively spend hundreds of millions of hours each year processing text
for work communication alone [30]. Professors and students in the univer-
sity sector read almost constantly across many distinct tasks, in a way that
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2 introduction

has been described as difficult to quantize because it is “beyond measure”
[71]. Even minor improvements in reading efficacy could create immense
time savings, leading to increased worker productivity. More subjectively,
reading augmentations could potentially lead to reduced frustration and
increased satisfaction, or even fun, across both occupational and personal
time.

While these non-disruptive augmentations are a promising direction
of research, prior research has predominantly investigated their applica-
tion to only a single reading behavior. The seminal works of Biedert and
Buscher extended this by asking compelling questions: what if text could
be attentive or responsive? What if text could react to the reader, and opti-
mize itself for the reader’s free choice of reading style?

This work aims to answer these questions. We aim to find non-disruptive
reading augmentations that are optimized for multiple distinct reading
behaviors, and allow the reader to take control as we provide support
tailored for whatever type of reading they choose.

1.1 contributions

The main contributions of this work are as follows:

1. A novel classifier that takes in a realtime stream of gaze data and per-
forms a three-way classification into reading, skimming, or scanning
(Chapter 4).

2. A reading augmentation named Impulse Reading which uses eye
tracking to dynamically switch between multiple text layout meth-
ods based on the reader’s current task and goal (Chapter 5).

3. An empirical evaluation of task performance and usability of Im-
pulse Reading, including a thematic analysis of qualitative feedback
data, as measured in a text search task (Chapter 6).

4. A public dataset of gaze data during a text search task, including
conditions for Impulse Reading and control conditions, which can
be used by future researchers for training or validation of machine
learning models for reading behavior classification (Chapter 6).
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1.2 organization

Chapters 2 and 3 present a literature review of prior work. Chapter 2 con-
tains basic research related to eye trackers and reading behaviors. Chapter
3 describes reading augmentations, and documents that are responsive
to the process of being read. Chapter 4 discusses the design and imple-
mentation of our reading-skimming-scanning classifier. Impulse Reading
is described in Chapter 5, followed by the methods and results of our
experimental validation in Chapter 6. Finally, Chapter 7 concludes by de-
scribing ideas for future work and limitations of the present thesis.





2
R E A D I N G P H Y S I O L O G Y A N D P S Y C H O L O G Y

This chapter, the first of two concerning prior literature, summarizes re-
search on the human behavior of reading as revealed through the use
of eye trackers. We review the mechanics of the human eye and the eye
trackers that investigate it. We close by reviewing the diversity of read-
ing behaviors displayed by humans undergoing different reading-related
tasks.

2.1 eye tracking

The first experiment involving precise tracking of the human eye was per-
formed by Charles Bell, in an experiment that turns 200 this year [10].
Despite this long history, the methods of eye tracking remained diffi-
cult, imprecise, and effortful until the introduction of video-based eye
trackers [20]. In a 2007 review of eye tracker techniques, Duchowski de-
scribes these trackers as using relatively inexpensive cameras to compute
the user’s point of regard [26]. The video stream is processed to identify
eye features such as corneal reflection and the coordinates of the pupil,
and these features are used to estimate the angle of the user’s eye. Eye
trackers that use corneal reflections require the presence of an external
light source, which is usually an infrared light built into the eye tracker
hardware. Eye tracking devices that do not require infrared light illumi-
nation, like widely available commercial webcams, have been explored,
but currently have lower accuracy, precision, and validity [72]; instead,
most modern eye tracking research is conducted using specialized hard-
ware [26]. These eye trackers can be mounted on a table or directly on
the user’s head [20]. In this chapter, we use data and evidence collected
through eye trackers to describe how the human visual system is used
during reading.

5



6 reading physiology and psychology

2.1.1 Gaze Data

While the human eye can respond to light across a wide angle, its visual
acuity is by far the highest in a small region directly in the centre of the
of the visual field called the fovea centralis. Because only a tiny portion
of the visual field can be inspected with maximum acuity at a time, the
eye is required to move to sequentially inspect multiple areas in visual
scenes with more than one point of interest [65]. As such, a temporal
analysis of the human gaze is characteristically divided into short periods
of movements called saccades and longer periods of relative stillness called
fixations [40].

The eye is not perfectly smooth during fixations, with eye movements
during fixations being divided into microsaccades, ocular drift, and tremor
[65]. However, these fixational eye movements are much smaller than the
movements during saccades. Microsaccades correlate less with human at-
tention and information processing, and therefore reveal less information
about mental state. Most scientific analysis concerning eye trackers treats
fixational eye movements as sources of noise that complicate the problem
of fixation identification, rather than an inherently valuable data source.
Ignoring these fixational eye movements, normally-functioning eye gaze
can be sharply divided into fixations and saccades.

When investigating a visual scene with more than one point of interest,
the human eye moves on average every 250-350 ms [60]. This duration
can also be thought of as the duration of the fixation that occurs between
each saccade. Saccades themselves are highly variable in duration; short
saccades last around 20-30 ms, while the largest saccades lasting up to
200 ms.

Finally, attention and gaze are closely interlinked in humans. While it
is certainly possible for attention to be placed somewhere in the visual
field besides the foveal area, doing so generally either requires constant
conscious control or denotes an imminent shift in fixation to the area of
attention [60]. As such, eye gaze data as revealed through an eye tracker
can be used to investigate human attention.

2.1.2 Eye Tracking During Reading

Eye gaze during reading, as during all other activities, are predominantly
composed of saccades separated by fixations. However, these fixations
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and saccades are highly stereotypical during reading. The typical saccade
is approximately six to nine letter spaces across a wide range of font
sizes [61]. Saccades last approximately 20-30 ms, being shorter and with
less extreme variation in distance than human eye gaze in general. The
average fixation duration is between 200 to 250 ms, slightly shorter than
general eye gaze.

Information intake only occurs while the eyes are still; the angular ve-
locity during saccades are too fast for readers to acquire usable infor-
mation [73]. Unsurprisingly, saccades are predominantly in the direction
of the language (for example, left-to-right in English); however, approx-
imately 10% to 15% of saccades move backwards in the text (called a
regression) to look at words or phrases that have already been read [59].

Average fixation duration and saccade distance, while less variable in
reading than in general eye gaze, still display considerable variation both
between readers and within readers. As a general statement, the within-
reader variability is higher than the between-reader variability; a reader’s
maximum and minimum in these metrics will differ significantly more
than the difference of the averages of two readers. While a typical reader
might have an average fixation duration of 225ms and an average saccade
length of 8 letter spaces, their fixations might range from under 100ms to
over 500ms within a single passage of text. Their saccade lengths might
range from 1 letter space to over 15 letter spaces [59]. These variations are
associated with several features of both the text and the reader, including
text difficulty, text layout and font, language fluency, current task, men-
tal fatigue, and presence or absence of different reading behaviors like
skimming [14, 58].

2.2 reading behaviors

Several theories of reading exist, including Just and Carpenter’s model fo-
cused on the processing load of individual fixations, Kintsch’s Contructive-
Integrative model, LaBerge and Samuels’ theory focused on attention and
automaticity of processing, and more [43, 47, 50]. While these theories are
in many ways non-contradictory, their focus differs. Most theories con-
cern themselves predominantly with the semantic processing that occurs
during thorough reading, including the reflective integration of context
as it relates to words, sentences, and passages. However, most theories do
not focus on the high variety of reading behaviors; for example, Just and
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Figure 1: A real-world example of reading, skimming, and scanning behaviors, from
Ohno [56].

Carpenter’s (excellent) paper describes a variety of reading behaviors in
less than a page, with little specificity of analysis placed on each exam-
ple [43]. For the current thesis, it would be beneficial to use an analytical
framework that more heavily focuses on the highly heterogeneous nature
of different reading behaviors. To do this, we use Robert Carver’s theory
of rauding [22].Etymologically, rauding is

derived from “auding”, the
process of comprehending

spoken language, as well as
“reading”. Carver made this
unusual choice to highlight

that the comprehension
processes underlying

reading and listening are
similar, or according to his

claims even identical.

Rauding theory focuses on the processing “components” that occur dur-
ing each fixation while reading; it identifies five separate reading behav-
iors based on the specific components that occur or do not occur while
in that behavior. Rauding theory differs from other theories of reading
in its depth of analysis and specificity of predictions over non-traditional
(i.e., not thorough reading) reading behaviors. In this section, we describe
these disparate reading behaviors, and we provide an overview of the
empirical evidence for their existence.

As described by Carver’s theory of rauding, skimming and scanning
are the two reading behaviors with a higher reading speed and lower
comprehension than thorough reading. Both behaviors characteristically
differ from thorough reading in lacking sentential integration; i.e., they do
not integrate the complete thought of most sentences. Skimming consists
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of lexical access, or word recognition, along with semantic encoding, or de-
termining the meaning of a word as it relates to the words around it. Of
course, lexical access and semantic encoding are applied only to some
words of a sentence in a skimming behavior, as performing semantic en-
coding on every word of a sentence would suffice to also perform senten-
tial integration.

Scanning behavior differs from skimming in that it lacks semantic en-
coding; consisting solely of lexical access, scanning behaviors can search
for and recognize specific words or types of words, but cannot apply
sentence-level or word-level context to those words. Scanning is the read-
ing behavior with the highest overall reading speed (measured in words
per minute) described by Carver.

Because readers use these behaviors to increase their reading speed at
the cost of comprehension, Carver describes the overall speed for these
behaviors for fluent college students. He describes 300 WPM as a typi-
cal college rate for reading. Skimming is on average 50% faster, at 450

WPM. Scanning is twice as fast as reading, at 600 WPM on average for
college students. However, it should be noted that these numbers vary
quite heavily by individual. Carver describes these specific numbers with-
out reference to any standard deviation or error of measurement based
on his research summarized in a 1990 book, but the exact ratio of speedup
experienced when switching to skimming or scanning should not be con-
sidered well-known based on this research alone [21].

Skimming has been found to be adaptive, meaning that it is not a
strictly inferior version of thorough reading [27]. Specifically, skimming
while under time pressure can improve performance on a memory task
compared to a strategy maintaining strictly thorough reading. Skimming
is predominantly a satisficing process: the reader will skim continuously
over a block of text until their information intake is reduced below a cer-
tain threshold, at which point they will skip to the next block of text [28].
This skipping process may skip to the next paragraph, page, or section,
depending on the reader’s prediction of the value of the current local area.
Importantly, this paper points out that most literature investigating skim-
ming uses very short texts, usually less than 500 words. As such, there
is a dearth of research on behaviors in long documents. We wish to note
that this correspondingly means that there may be a lack of research into
scanning behaviors, as scanning requires a certain length of text.

In a 2004 paper, Ohno used an eye tracker to trace a reader’s gaze in
long (chapter length) documents [56]. Their contribution consists of two
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Figure 2: A real-world example of reading, skimming, and scanning, from Chanijani et
al. [23]. This example is sourced from readers who were fluent in English as a
second language.

major parts—an interactive reading experience and an observational de-
scription of readers’ behaviors while interacting with the text. The former
part will be described further in Section 3.2.2. The latter notably includes a
three-way categorization between reading, skimming, and scanning. They
describe scanning as the fastest process used to acquire information; phys-
ically, the fixations and saccades proceed mostly vertically, with gaze data
usually appearing only once or twice in a given line. An example is visible
in Figure 1.

Other studies by Chanijani et al. and by Gwizdka (sourced from human
participants) show similar patterns for reading, skimming, and scanning
behaviors [23, 36]. Visual examples of these behaviors, taken from real-
world data, are available in Figure 2 and Figure 3.

Another work investigating different behaviors over the course of a sin-
gle task is Symons and Pressley’s 1993 paper; this paper is also note-
worthy as one of the few papers investigating reading behaviors over
long texts. They track behaviors during text search [70]. Text search, as de-
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fined in this work, is a task involving reading long texts to locate specific
information. Specifically, the task under investigation was finding low-
inference information (directly stated with no critical thinking required
once located) in psychology and earth sciences textbooks. The authors
find that readers separate their high-level goal into smaller discrete ac-
tions; they repeatedly transfer back and forth between local reading for
comprehension and global searching for relevant areas. It should be noted
that this study used human observers, rather than eye trackers, to inves-
tigate reader actions; we focus on this study to introduce the task of text
search, and reinforce that multiple moment-to-moment reading behaviors
can be found in a single high-level task.

A paper by Cole et al. further investigates reading behaviors in text
search tasks [25]. They find that all readers switch back and forth be-
tween reading and scanning behaviors, with the switch predominantly
taking place at the end of text segments. However, they also find that indi-
viduals significantly differ in the probability and frequency of these tran-
sitions; some readers are overall biased towards scanning, only switching
to reading for particularly relevant segments, while others spend far more
of their time in reading. This bias was consistent for a given participant
across multiple search tasks concerning different domains. Interestingly,
no significant correlation was found between this bias and the partici-
pant’s cognitive ability, prior domain knowledge on either task, or overall
task performance.

Liang and Huang’s 2014 paper investigates the diversity of reading pat-
terns in elementary school students over long reading tasks of 15, 30,
or 45 minutes [53]. They find that their sample of students divides into
roughly two categories, which they call fluctuant readers and coherent
readers. Fluctuant readers switch between reading, skimming, and scan-
ning behaviors, while coherent readers predominantly stay in a reading
state. They found no significant difference in information retrieval be-
tween the two reading groups, reinforcing that skimming and scanning
are not strictly inferior versions of reading.

While we wish to highlight that skimming and scanning can be adap-
tive, it is also important to note that they are not strictly better versions of
reading. The idea of speed reading, or reading at an increased speed with
no corresponding loss of comprehension, has been thoroughly shown to
not exist [62]. Speed reading is, in fact, skimming or scanning.

It should be noted that this is not an exhaustive list of observed read-
ing behaviors. Other behaviors include spell checking, as in Strukelj and
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Figure 3: A real-world example from Gwizdka [36]. The pattern marked as Irrelevant
shows clear scanning behavior, while the pattern marked as Relevant shows
reading behavior. The pattern marked as Topical shows an interesting mix of
reading, especially in the first paragraph, and skimming, especially in the sec-
ond paragraph. The third paragraph may be considered reading or ambiguous
between reading and skimming.
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Niehorster, “barking” (reading text in a second language without enough
proficiency to perform sentential integration or semantic encoding), as
seen in Beelders and Stott, and more [9, 68]. However, this thesis will
mainly focus on three behaviors: reading, skimming, and scanning.
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R E A D I N G A U G M E N TAT I O N S

In this chapter we present a literature review on reading augmentations,
computer-based techniques for supporting or improving the process of
reading. This definition (which intentionally encompasses a wide purview)
includes techniques and technologies that aim to support the diverse
goals and tasks related to reading, ranging from productivity increases
for speed readers to interventions supporting subjective fun and pleasure.

3.1 text layout methodologies

We begin with an overview of text layout methodologies. Traditional read-
ing consists of the reader tracing their eyes over static, rectangular text
blocks with relatively uniform typography; this is the traditional text lay-
out. Alternative text layouts investigate the possibilities of altering this
paradigm. We roughly separate these alternative text layouts into two
categories: disruptive interventions, which replace the existing reading
process entirely, and non-disruptive interventions, which augment and
support the existing reading process.

3.1.1 Disruptive Interventions

In this section we overview the most popular techniques that are united in
their attempt to replace the existing reading process, usually by reducing
or eliminating the requirement for saccades. Any technique that replaces
the usual reading process (saccades and fixations between fixed-position
lines of text) would fall under this definition, but in practice these tech-
niques are closely related: the most popular disruptive interventions, and
perhaps the most popular reading augmentations in general, are a family
of techniques that aim to improve reading speed without a corresponding
loss of comprehension.

The text display mode known as Rapid Serial Visual Presentation (RSVP)
is a common technique used in a wide variety of speed reading software,
both commercial and free to use. Although it was originally invented in

15
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1959 as a scientific method for investigating the role of saccades in read-
ing, the technique was later reused as a method claimed to allow for
significantly faster speed reading [34]. Although its proponents hold that
products that implement RSVP reduce visual fatigue and increase speed
without a corresponding decrease in comprehension, non-affiliated stud-
ies have instead found that reading comprehension is decreased signifi-
cantly, just the same as if the reader was skimming or scanning normally
[11]. The technique could even potentially be harmful to the reader’s
health; eye blinks during RSVP were found to be reduced to such an
extent that the researchers warn it could contribute to dry eye syndrome
and visual fatigue.

A key limitation of RSVP is its inability to adjust to suit the reader’s
information processing ability. As such, we find it important to highlight
an intriguing recent work by Kosch et al. which investigates the feasibil-
ity of using electroencephalography (EEG) to calibrate text alignment and
presentation speed in RSVP [49]. They find that EEG data is strongly cor-
related with reading speed, subjective workload, and text comprehension,
and that there are parameters of RSVP that will overall maximize these
metrics. It is important to note that this study does not yet attempt to op-
timize RSVP parameters, nor does it claim that RSVP with optimized pa-
rameters has been shown to be superior to traditional reading. Nonethe-
less, we find this work an important step towards determining whether
RSVP can be made beneficial, and a reflection of the critical importance
of reader-specific calibration for supporting the wide diversity of reading
styles.

A technique known as Times Square aims to minimize saccades by
scrolling the text right-to-left over time (the name, of course, being de-
rived from the most famous implementation of this technique). As the
reader advances left-to-right, the text moves in the opposite direction,
with the reader’s gaze overall staying relatively fixed. Experimental ev-
idence is overall mixed; while some studies report low comprehension
without an increase in reading speed, more recent studies show the tech-
nique functioning about as well as RSVP [35, 44, 67]. However, even the
most positive studies do not show Times Square as performing better than
RSVP, a technique which has been shown to decrease reading comprehen-
sion.

A third technique by Kawashima et al. is inspired by both RSVP and
Times Square, but remains distinct from both. The technique continually
raises a single word of text slightly above the baseline, with the selection
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of word continually moving forward at a set reading speed [45]. The effect
is thus to attempt to constrain the reader to a set reading speed as they
follow the raised text. The authors claim that their technique increases
reading speed with no decrease in comprehension, but it should be noted
that their data presentation does not include basic elements such as error
bars or hypothesis testing. They also have not been experimentally repli-
cated by a third party. Because the technique works by forcibly applying a
set reading speed without pausing for blinks, it is possible that the same
risks would apply to it as RSVP. Visual fatigue measurements were not
reported in this work.

Overall, we are not aware of any intrusive interventions that have been
reliably shown by trustworthy experiments to enhance any single aspect
of reading performance without a corresponding decrease to another as-
pect. For example, calibrating an RSVP display for high WPM may in-
crease reading speed, but this speed necessarily comes with a correspond-
ing decrease in comprehension. We humorously call this the no free lunch
theory of reading. While we give it a name here, we are by no means the
only researchers to have made this observation [62].

This result is not surprising according to rauding theory; according to
Carver, natural reading at an intuitive pace already maximizes the in-
formation processing that a particular reader is capable of [22]. Because
the limitation preventing most readers from reading at a faster rate is
not found in the physical movements of the eyes but rather in the brain,
interventions like RSVP may be poorly targeted. Instead of attempting
(apparently in vain) to increase the information processing capability of
the human brain, it may be more advantageous to investigate interven-
tions that allow a reader to accomplish the same task by processing less
information.

3.1.2 Typographical Cuing

Typographical cuing is an umbrella term for reading augmentations that
draw attention to certain areas of text using the typographical properties
of that text; examples include bold face, italics, font weight, underlining,
and background coloring [32, 38]. In this section, we review the use of
typographical cuing, specifically focusing on typographical cuing as a
reading augmentation.
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Typographical cuing increases comprehension of cued sentences and
decreases comprehension of non-cued sentences, with no overall change
in the comprehension of the entire text [29, 32]. Similarly, typographi-
cal cuing does not increase the total amount of material learned while
studying, but does increase the relevance of learned material [38]. Light
amounts of typographical cuing (5-10% of the words in a text being cued)
perform better at directing attention than heavy amounts (50%), which
may be due to an increasing cognitive load caused by more cuing or more
complex text layouts [54]. Typographical cuing is only effective at direct-
ing attention when applied before reading the text, reinforcing that its
key benefit lies only in directing information processing and not improving
information processing.

Importantly, reading augmentations using typographical cuing allow
the reader to choose their own reading pace and direction, instead of at-
tempting to force a set reading style upon them. Additionally, when done
properly they can draw the reader’s attention to more relevant areas of
text and away from less relevant areas. Because the possibility of increas-
ing reading performance with no tradeoff seems doubtful, typographical
cuing stands out as an interesting area because it may allow a reader
to overall perform more efficiently without necessitating a higher overall
rate of information processing.

With this overview of typographical cuing complete, we present the
most relevant computerized reading augmentations based on typograph-
ical cuing.

Kobayashi et al. present a text layout that sequentially fades out the
text, sentence-by-sentence, starting from each paragraph of the passage
[48]. Accordingly, the early sentences in a paragraph, including the initial
topic sentence in most traditional expository paragraphs, are more vi-
sually salient. They found that this formatting increased overall reading
comprehension on a task that required the user to identify key passages
and ideas from a text. Additionally, it led to slower reading speeds and
better recognition rates for the most important sentences in paragraphs.
Correspondingly, less time and attention was spent on the least important
sentences. A visual example can be seen in Figure 4.

Interest exists across both academic and non-academic sources in the
area of drawing the reader’s attention to content words. Content words
(sometimes called lexical words) are those from the parts of speech that
carry the most meaning in a sentence: verbs, nouns, adjectives, and ad-
verbs. Content words are separate from function words (sometimes called
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Figure 4: Typographical cuing used as a reading augmentation, by Kobayashi et al. [48].

grammatical words), which are articles, pronouns, conjunctions, and prepo-
sitions. Focusing on content words is a common speed reading technique;
even some non-academic sources have recommended the use of typo-
graphical cuing to increase the emphasis of content words [1]. Interestingly, the

augmentation described in
the Text 2.0 work is slightly
different from what is shown
in the demo video on the
Text 2.0 website - it is
unknown which version was
used in the demos for
preliminary feedback [2].
More details on the
differences can be found in
chapter 5.

However, the only academic source we are aware of to investigate ty-
pographical cuing for content words is Biedert et al.’s work concerning
an augmentation named QuickSkim [12]. They describe a continuous and
continually changing boldface degree based on the unigram frequency of
each word (a metric by which content words would be far more bolded
than function words) and the reader’s current reading behavior. Quick-
Skim, alongside other augmentations, was shown to 16 users in a pre-
liminary study; user feedback was described as quite positive, but un-
fortunately the QuickSkim augmentation was not thoroughly studied in
isolation. Furthermore, we are unaware of any future work that followed
up on these preliminary investigations into QuickSkim.

Overall, we are unaware of any reliable evidence for tradeoff-free im-
provements to reading speed or comprehension from typographical cu-
ing, as predicted by the no free lunch theory of reading. This theory does
not mean that reading augmentations are useless; we have also shown
that interventions like typographical cuing can direct attention away from
irrelevant and towards relevant sections, improving overall performance
in text search tasks.
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3.2 attentive documents

We close our review of prior literature by describing a series of works
that aim to create attentive documents, or documents that are responsive
to the reading process. We first describe how eye trackers can be used to
glean information about the user’s current reading behavior and mental
state, and then proceed to the augmentations and interventions that can
be accomplished using this information. We place special importance on
the work of German researchers Ralf Biedert and Georg Buscher, whose
seminal works have directly inspired the present thesis.

3.2.1 Reading-Skimming Detection

In 2001, Cambell and Maglio created an algorithm for detecting reading
using a video eye tracker. Their simple heuristics-based algorithm served
as a simple reading detector and could not yet differentiate skimming,
but this is the first work we are aware of that identified a use case for
reading or skimming detection. While discussing the implications and fu-
ture work, Campbell and Maglio recommend future researchers attempt
both skimming detection and scanning detection.

Buscher et al. created a simple heuristics-based algorithm to detect read-
ing using only an eye tracker [18]. The algorithm classified saccades into
a list of categories based on the distance and direction of the saccade.
Each category of saccade then contributed a set number of points to two
detectors, one for reading and the other for skimming. Limitations of this
early work include a lack of experimental validation and an inability to
calibrate the algorithm to account for individual differences in eye move-
ments. However, it was a seminal work in reading detection.

Together, these early works by Cambell and Maglio, along with Buscher
et al., present the possibility of attentive documents which are responsive
to reading behaviors. However, because these works were but preliminary
investigations, both works do not attempt to create or evaluate a reading
augmentation based on reading detection or skimming detection. These
results inspire a small subfield of machine learning researchers to create
models with better performance on these tasks. Somewhat surprisingly,
most of these researchers did not connect their models to any particu-
lar use case for reading or skimming detection. As such, we will briefly
review the most relevant machine learning models for reading behavior
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Authors Task Overall Accuracy Notes

Chen and Srivastava Reading and skimming
detection

82% Performs reading and skimming classification for
both desktop and mobile reading. Both modes
used a remote eye tracker. [24]

Ishimaru et al. Reading detection 74% Performs reading detection using electrooculog-
raphy instead of eye trackers, with the advantage
of being comfortably wearable. [41]

Islam et al. Reading detection in
English and Japanese

93% Four-way classification between reading English,
reading Japanese vertically, reading Japanese hor-
izontally, and not reading. Uses self-supervised
learning to classify without manual labeling. [42]

Kelton et al. Reading and skimming
detection

72-95% Performs both local (second-to-second) and
global (article-length) classification. 82.5% global
classification accuracy, with local accuracy vary-
ing based on the model’s degree of fine-tuning
for global classification. [46]

Landsmann Reading detection 93% Uses a fully-supervised algorithm to create a bi-
nary decision tree. Labels may be inaccurate due
to a reliance on participants to accurately report
their own reading behavior. [51]

Table 1: Selected machine learning models performing reading behavior classification.

classification, before returning to a review of the research on attentive
documents built on this category of classifier.

A later work by Buscher et al. advanced the field of reading behavior
classification by training a machine-learning-based classifier on approxi-
mately 1400 saccades taken from 12 users [15]. Saccades were manually
classified as skimming or reading by two human judges, and an SVM
classifier was trained on those labels. The classifier achieved an overall
accuracy of 88% on the test set under the optimal window size. This win-
dow size, representing the context window of previous saccades that the
model has access to, achieved optimal performance at 3 saccades. Under
this context window, the model has a response time of approximately 750

ms on average; equivalently, it “forgets” about prior saccades after less
than a second.

Several other works have presented machine learning models for the
task of reading behavior classification. Works with lower relevance to the
present thesis will be briefly described in Table 1.

We have focused so far on the area of reading behavior classification;
a related yet higher-level task is that of inferring reading comprehension
from scanpaths. Reich et al. constructed a neural network that estimated
reading comprehension and subjective text difficulty [64]. Most relevant
for our work, their evaluation process did not simply aggregate a test
set by leaving out random data on the saccade level, but instead experi-
mented with leaving out single pages, books, or readers to generate the
test set. They found that leaving out readers led to the worst accuracy
levels, suggesting that machine learning models tend to focus on reader-
specific patterns. One possible implication of this fact is that reading aug-
mentations dependent on machine learning models for reading detection
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may require a calibration process for each reader, or else suffer from re-
duced accuracy. Although this result was not the main focus of the work,
we highlight this finding because it was influential for the design of our
system.

Finally, we highlight the work of Chanijani et al. This work makes the
noteworthy choice to separate out scanning from skimming, and develop
both a generative model and RNN-based classifier for this three-way cate-
gorization [23]. This model is the only one we are aware of that makes this
three-way division. They find an overall classification accuracy of approx-
imately 95%. Interestingly, they found the highest degree of confusion
was between the skimming and scanning, indicating that these two may
be difficult to differentiate even for modern machine learning models. We
found this work intriguing because of its decision to include scanning in
its classification; despite the seminal 2001 work by Cambell and Maglio
explicitly naming both skimming and scanning detection as compelling
future research directions, scanning detection was otherwise ignored un-
til this work [19]. Unfortunately, this work also does not provide access
to its code, model weights, or sufficient detail to its training process to
reliably replicate.

Overall, the past decade has seen a moderate amount of work in devel-
oping new and improved machine learning models for reading behavior
classification. In the next section, we will review the existing literature for
the use cases for these models.

3.2.2 Attentive Documents

As previously defined, we refer to attentive documents as documents that
are responsive to the reading process, particularly by being gaze-aware.
We close our literature review by describing the extant techniques in this
space.

As mentioned in Section 2.2.1, Ohno created an interactive document
display system that responded to the reader’s gaze [56]. Specifically, their
text display changed the background color elements of text once the
reader had thoroughly read them (a form of typographical cuing). This
color would deepen as the element was re-read multiple times, with the
intent of allowing the reader to remember and intuitively understand
when they had skipped or repetitively re-read areas of text. They found
that their system did not significantly improve the overall comprehension
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of the entire text. However, it did increase the readers’ precision (percent-
age of text read that was relevant) in a text search task. (It should be noted
that this result is consistent with the no free lunch theory of reading.)

Aside from this early work, only one team has significantly explored
the area of gaze-aware, attentive documents. Over a three-year period
from 2009 to 2012, German researchers Ralf Biedert and Georg Buscher,
alongside their advisor Andreas Dengel and other collaborators, devel-
oped and presented a series of seminal publications. In these works, they
create a series of bodies of text that are responsive to the reading pro-
cess. These researchers and their work are vital to the development of the
present thesis.

In 2009, Buscher, Biedert, and Dengel created the eyeBook [13]. De-
signed to be an immersive and interactive “reading experience”, the project
implemented gaze-based interactive features, such as multimedia display
triggered by reading specific phrases. They present copies of The Little
Prince and Dracula that play thematically appropriate music, display im-
ages representing the text upon reading certain phrases, and change the
background color theme to match the current setting of the story. An ex-
ample is given in Figure 5. They also describe an algorithm identical to
the one presented in their 2008 work for reading detection and skimming
detection [18]. While this algorithm is not yet used in their work, the re-
searchers make it clear that they wish to make their work responsive to
the text’s relevance as revealed through the user’s skimming behavior.

The same authors expanded on their work by creating the Text 2.0
framework [12]. This work, described in more detail in a previous section,
includes more technical implementation details concerning the eyeBook.
They also describe the QuickSkim text layout.

Finally, their 2012 work Attentive Documents gives this section its title
[17]. In it, participants read documents that were either relevant or ir-
relevant. Several eye tracking metrics, including mean forward saccade
length, thorough reading ratio, coherently read text length, were mea-
sured. Finally, two additional metrics were included in personalized form:
regression ratio and average fixation duration. The researchers found that
these two metrics significantly correlated with relevance, but only after be-
ing personalized. The personalization process, as described in the work,
has a noteworthy limitation in that it must be done post-facto using a
user’s complete corpus of gaze metrics on all documents. That said, this
work reinforces the importance of personalizing gaze metrics to best un-
derstand a reader’s reading behavior.
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Figure 5: An excerpt from The Little Prince modified using the Text 2.0 framework [12, 13].
The visible images appear in response to the reader’s gaze fixating on certain
passages of text. A video showing other realtime effects, including audio effects
not possible to include in text, can be seen at the authors’ website [2].

The work closes by outlining a detailed path for promising future re-
search into attentive documents, including ideas for supporting web search,
text search, providing support for resuming reading after a loss of atten-
tion, and supporting the scanning of long documents.

Unfortunately, this positive outlook on the future of attentive docu-
ments has not yet come to pass. Neither researcher followed up on their
work concerning attentive documents; this gap is not due to a lack of com-
pelling research directions, but rather because Biedert and Buscher both
transitioned from academia to industry. Although their academic works
are frequently cited as a compelling reason to create machine learning
models that perform reading detection and skimming detection [23, 24,
46], we are aware of no works that aim to replicate, experimentally verify,
or expand on their work. In other words, the past decade has seen signif-
icant amounts of publications aiming to create these models, but almost
no research into using them.

It is the goal of the present thesis to continue the work started by Biedert
and Buscher. We aim to expand their work on attentive documents, and
provide an empirical evaluation of a gaze-aware reading system where
Biedert and Buscher did not.
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A R E A LT I M E R E A D - S K I M - S C A N C L A S S I F I E R

We present a novel classifier that takes in a real-time stream of gaze data
and performs a three-way classification into reading, skimming, or scan-
ning. The model recognizes fixations and saccades from the raw gaze
data, then applies a set of rules-based heuristics to determine which read-
ing behavior is most consistent with the user’s current gaze data. We
close by comparing our classifier and its design choices to other existing
models.

4.1 model design

The core idea of the classifier is similar to Buscher, Dengel, and van Elst’s
earlier work [18]. First, fixations are detected from gaze data. Second, the
saccades between these fixations are classified. Third, scores associated
with these classifications are accumulated. Finally, the category with the
highest point value is returned.

The classifier takes as input a realtime stream of gaze coordinates. We
then use the same algorithm described by Buscher, Dengel, and van Elst
to detect new fixations in our realtime gaze data [18].

For each gaze point received in the realtime stream sent by the eye
tracker, we apply a main loop, briefly described in pseudocode in Algo-
rithm 1.

We now describe the functions used in Algorithm 1 in more detail. In
these sections, we will at times use constant values (for example, a cer-
tain distance in pixels). Unless otherwise mentioned, we use the same
constants as in Buscher, Dengel, and van Elst’s work [18]. Some minor
differences exist for the sake of hardware compatibility, as described fur-
ther in Section 4.2.

In checkForNewFixation(), we maintain a sliding window of three se-
quential gaze locations. A new fixation is detected if all of the past three
gaze locations were within a rectangle of 30 x 30 pixels. If a new fixation
is detected, its position is returned for use later in the algorithm.

In isCurrentFixationEnded(), we check if the newly received gaze point
is consistent with our positional estimate of the user’s current fixation. We

25
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Algorithm 1 Fixation Detection and Classification

1: procedure MainLoop

2: x,y← a non-negative integer gaze position
3: currentFixation← the position of the current fixation, or Null
4: if currentFixation = Null then
5: newFixation← checkForNewFixation(x,y)
6: else
7: newFixation← isCurrentFixationEnded(x,y)
8: end if
9: if newFixation then

10: transitionType← classifyTransition(newFixation)
11: updateDetectors(transitionType)
12: end if
13: end procedure

do so by comparing the x, y coordinates of the new gaze point to the cen-
ter of the current fixation. To add tolerance for microsaccades and drift, it
is beneficial to increase the allowed area (from its previous 30 x 30 pixel
rectangle) once a fixation has been found. As such, the set of all points
making up this fixation are required to fit in a 50 x 50 pixel rectangle. If
this new gaze point cannot fit in a 50 x 50 pixel rectangle with the set
of previously observed points that make up the current fixation, it is de-
clared inconsistent with the current fixation. To prevent fixations being
erroneously ended due to outliers or transient equipment error, three in-
consistent gaze points in a row are required to end the current fixation.
At this point, these three gaze points may create a new fixation.

When a new fixation is found, we classify the transition between the
last fixation and the new fixation in classifyTransition(). We use a sim-
ple rules-based classification according to the amplitude and direction of
the saccade, measured according to the change in x and y. The list of rules
for this classification can be seen in Algorithm 2. Each classification repre-
sents a commonly seen movement during reading, with the exception of
UNCLASSIFIED_MOVE, a category that serves as a catch-all for movements
that are highly uncharacteristic for reading (for example, a horizontal sac-
cade significantly longer than the width of the text). A static constant rep-
resenting the classification category of the previous saccade is returned
to be used in the rest of the algorithm.

Finally, the previous saccade’s classification is used in updateDetectors().
Each classification provides an amount of positive or negative evidence
for reading, skimming, and scanning. To represent this, we maintain three
detectors, one for each behavior, which maintains a point value for their
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corresponding behavior. The definitions and point values of the saccade
classifications are given in Table 2. Finally, these detectors are continually
compared to each other; whichever detector has the highest score deter-
mines the current classification.

Algorithm 2 Saccade Classification

1: procedure ClassifySaccade

2: changeX← the change in horizontal position, measured in letter widths
3: changeY ← the change in vertical position, measured in line heights
4: if abs(changeY) > 2.5 then
5: return VERTICAL_JUMP

6: else if 0 < changeX <= personalizedSkimBoundary then
7: return READ_FORWARD

8: else if personalizedSkimBoundary < changeX <= 21 then
9: return SKIM_FORWARD

10: else if 21 < changeX <= 66 then
11: return LONG_SKIM_JUMP

12: else if −6 <= changeX < 0 then
13: return SHORT_REGRESSION

14: else if −16 <= changeX < −6 then
15: return LONG_REGRESSION

16: else if changeX < −16 and changeY > 0.6 then
17: return RESET_JUMP

18: else
19: return UNCLASSIFIED_MOVE

20: end if
21: end procedure

The above pseudocode algorithms and descriptions present a simpli-
fied but essentially accurate portrait of our real-time classifier. However,
some additional modifiers and factors provide additional influence on the
precise score totals.

In addition to the saccade classifications, each detector’s point value is
modified continually. Every time the eye tracker provides a position up-
date (therefore, every 1/33 seconds), each detector’s point value is mul-
tiplied by 0.993. The overall point values are thus subject to exponential
decay; after a second, each score will decay to approximately 0.793 times
its previous value. These constants were derived by iterative design to
create a subjectively appropriate time-response curve. This allows for a
non-fixed context window that does not instantly forget strong signals
of user behavior while still being mostly determined by the most recent
second or two.

When one detector’s point value overtakes another, their point values
will necessarily be close to each other. This can create a behavior wherein
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mode transitions are undone immediately after they occur, which is unde-
sirable as our model is designed to trigger user-visible behavior as a result
of mode transitions. Rapid flickering between modes would increase cog-
nitive load and cause frustration, a behavior we refer to as thrashing by
metaphor to the problem of layout thrashing in web development. We ap-
ply two methods to reduce this behavior: a one-time multiplicative bonus
and a permanent constant bonus.

As a one-time bonus, the new higher detector has its current point value
(which is realistically always positive) multiplied by 1.3x on a mode transi-
tion. This one-time bonus quickly decays away, but significantly decreases
the likelihood that the mode will transition over the next 1–3 seconds.

Additionally, a permanent bonus is added to the current winning detec-
tor: for as long as a mode is active, it has a virtual 10 points added to its
total for the purposes of deciding whether other detectors will overtake
it. This acts as hysteresis: mode shifts are dependent on their own past his-
tory. To avoid artificially penalizing the current winning detector, these
virtual points are not used when calculating the detector’s exponential
decay.

Both the one-time multiplicative bonus and the permanent constant
bonus reduce the likelihood of frequent mode switches in ambiguous
or quickly-changing scenarios, without preventing mode switches in re-
sponse to large, unambiguous behavioral patterns.

To provide a concrete example, we analyze the point values of a hy-
pothetical case where the classifier switches from reading to skimming.
The scores for the reading, skimming, and scanning detectors are cur-
rently at 85, 83, and 20, respectively. At this point, a saccade of type
LONG_SKIM_JUMP is detected. According to the point values seen in Table
2, the scores are updated by -5, 8, and 5 to a new total of 80, 91, and 25.
Even with the 10 point bonus for being the winning detector, the reading
detector has been overtaken by the skimming detector. The skimming de-
tector then becomes the new winning detector. Its score is multiplied by
1.3 to become 118.3. Thereafter, for another classifier to win it would have
to overtake this score by 10.

4.1.1 Reading and Skimming

Because our core algorithm is similar to Buscher, Dengel, and van Elst’s
earlier classifier, our point values for the reading and skimming detectors



4.1 model design 29

are identical to their constants. The sole exception to this is that we set a
personalized boundary between the READ_FORWARD and SKIM_FORWARD clas-
sifications. Because these represent forward horizontal saccades, this per-
sonalization effectively personalizes the average forward saccade length,
an eye gaze metric that is known to vary heavily between users [17, 58,
59].

We describe a simple personalization technique that can be used to per-
sonalize the read-skim boundary suitable for real-time HCI interventions.
We modify Buscher, Dengel, and van Elst’s reading detection algorithm
to allow for personalization of average forward saccade length [18]. We
do so by asking the user to attempt to skim approximately 2 pages of
text, and thoroughly read approximately 1 page of text. We then treat
each corpus of eye movements for these pages as a ground truth for skim-
ming and reading behavior, respectively. While the user reads these texts,
each saccade is classified according to the schema previously described in
Algorithm 2. Any saccade that is predominantly horizontal to the right,
with at most a small vertical component (READ_FORWARD, SKIM_FORWARD,
and LONG_SKIM_JUMP) are saved. At the end of the calibration process, we
take the mean of the average forward saccade distance of these saccades.
That mean is set as the new boundary between the READ_FORWARD and
SKIM_FORWARD classifications. The results of this personalization process
are described in Section 6.2.2.

4.1.2 Scanning

Because our core algorithm is similar to Buscher, Dengel, and van Elst’s
earlier classifier, our point values for the reading and skimming detec-
tors are identical to their constants. However, their classifier is a two-way
classifier between reading and skimming. To implement our scanning de-
tector, we must determine its point value constants for each saccade clas-
sification.

The point values, visible in Table 2, were motivated by the literature on
scanning behavior [22, 25, 53, 63]. Their precise values were adjusted over
the course of an iterative process wherein initial prototypes were contin-
ually tested in pilot user studies, then modified based on user feedback.

As visible in Table 2, the scanning detector change for the VERTICAL_JUMP
classification does not have a single constant value. This is because the de-
gree of evidence gained for scanning behavior from a vertical jump scales
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Saccade type Reading detector score Skimming detector score Scanning detector score

READ_FORWARD 10 5 0

SKIM_FORWARD 5 10 5

LONG_SKIM_JUMP -5 8 5

SHORT_REGRESSION -5 -5 -8
LONG_REGRESSION -5 -3 5

RESET_JUMP 5 5 -5
VERTICAL_JUMP 0 0 1 per 6.5 pixels
UNCLASSIFIED_MOVE 0 0 5

Scroll event 0 0 1 per 40 pixels

Table 2: Point update amounts for each possible event. The scores for each detector are
incremented or decremented according to the classification of the saccade. While
a scroll event is not a saccade classification, it is included in this table for ease
of reference for point values.

strongly with the amount of text skipped [17]. The scanning detector is
incremented by 1 point per 6.5 pixels (approximately 6 points per line).
Because a classification of VERTICAL_JUMP requires a minimum of 2.5 line
heights of vertical change, the increment will therefore have a minimum
value of 15 points.

While the reading and skimming detectors increase point values solely
through points added from saccades, the scanning detector additionally
uses scroll behavior as implicit feedback for scanning behavior. The scan-
ning detector acquires points each time the window viewport is scrolled
in any direction, at a rate of 1 point per 40 pixels (approximately one point
per line). Note that this rate is significantly smaller than the previous
score for the VERTICAL_JUMP classification, as scrolling is more common
when scanning but still occurs during skimming and reading. This point
source is meant to capture the case where a user quickly scrolls through
text without significant eye movement; this behavior is strongly associ-
ated with scanning but is not directly captured in gaze data. In practice
these points have a relatively small effect on the behavior of the model,
except for when the user scrolls more than a single page in a few seconds.

4.2 comparison to existing models

We have made the noteworthy choice to implement our classifier using
a rules-based model similar to the earliest work in reading detection like
Campbell and Maglio did in 2001 [19] or Buscher and Biedert did in
2008 [18]. This choice is opposed by the clear alternative of implement-
ing a machine learning based model. We chose to implement a simpler
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rules-based model for two key reasons: lack of reproducibility in the most
relevant machine learning works, and a possibility to avoid thrashing.

Concerning reproducibility, we would need to build off of research by
Chanijani et al. to build a three-way reading-skimming-scanning classifier,
as it is the only work we are aware of to include scanning as a separate
category [23]. However, this work did not include their model weights,
or even sufficient detail to recreate their training process. Reproducing
their research would be possible, but it would necessitate starting almost
entirely from scratch; doing so while also implementing our text layout
described in Chapter 5 and experimentally validating it as described in
Chapter 6 would be beyond the scope of a Master’s thesis.

Concerning thrashing, we found it beneficial to use a rules-based model
because it allows us to easily and reliably decrease the frequency of
thrashing due to the implementation of hysteresis. Machine learning mod-
els will cause thrashing in ambiguous behavior because it leads to the
highest classification accuracy, but that accuracy comes with a real-world
cost to user experience when it repeatedly triggers user-visible behavior.
It is clearly possible to implement a new machine learning model with
penalties to mode shifts that would reduce thrashing; however, we again
believe it to be beyond the scope of this thesis. For these reasons, we chose
to implement a rules-based model for our classifier.

In comparison to the rules-based model we based our classifier on, our
fixation detection algorithm requires three sequential gaze locations, as
opposed to the four required by Buscher, Dengel, and van Elst [18]. This
is because our eye tracker, the Tobii 5, has a 33 hz refresh rate, compared
to their 50 hz. As mentioned in their work, four gaze locations at 50 hz
represents approximately 80 ms; our three gaze points at 33 hz represent
approximately 90 ms, as close as is possible on our hardware.

4.2.1 Personalization

Buscher et al. describe a method for personalizing two metrics of eye
gaze: regression ratio and average fixation duration [17]. That work uses
the existing heuristics described in their earlier work to detect and clas-
sify reading and skimming behaviors [18]. However, this algorithm is not
personalized with respect to its input gaze metrics; for example, the bor-
der between a “read forward” saccade and a “skim forward” saccade is
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universally set at 8 character lengths. This is despite it being known that
average forward saccade length varies heavily between users [17, 58, 59].

Rather than personalizing the forward saccade length which is known
to vary heavily, they instead personalize the read-skim percentage by nor-
malizing the raw percentages to the user’s observed maximum and min-
imum thoroughly-read-text percentage. This personalization is not men-
tioned in their 2012 work and it is unclear if it was applied in that case.
This technique has some potential flaws related to ceiling and floor ef-
fects (i.e., it is unclear what should happen if a user’s variation causes the
algorithm to believe they read near 100% or near 0% of all text).

Regardless of that personalization technique’s efficacy, it cannot be used
to trigger real-time user-facing behavior. This is because the technique is
post-facto: it requires a complete corpus of existing eye gaze data. Addi-
tionally, normalizing percentages only after the read-skim classification
means that the algorithm is no longer classifying any individual point
in time as either reading or skimming. As such, we deviate from their
personalization technique, instead using the one we describe in Section
4.1.1.



5
I M P U L S E R E A D I N G : AT T E N T I V E T E X T L AY O U T

We describe our design and implementation of Impulse Reading, a read-
ing augmentation that facilitates the diverse goals of reading by switching
between multiple text layout methods based on the reader’s current task
and goal. Our software captures the reader’s gaze using an eye tracker
and uses it to estimate their behavior as either reading, skimming, or
scanning. Each of these three behaviors is associated with a specific text
layout method that aims to support the unique traits of that behavior.

5.1 design overview

We begin with an overview of the features of Impulse Reading. Most
critically, we describe the text layouts we use as the core of our reading
augmentation; other design details include our typographical choices and
a brief summary of the technical design.

5.1.1 Text Layout Modes

The first mode is simply plaintext, which is the text layout when the user
is reading text thoroughly. Plaintext was chosen in this case because we
wanted a non-disruptive text layout that would not interfere with the par-
ticipant’s presumably well-practiced process of reading text thoroughly.

Figure 6: The plaintext text layout, meant to support a reader who is reading thoroughly.
Note that no additional typographical cuing has been applied in this layout.

33
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Figure 7: The content words layout, meant to support a reader who is skimming. Func-
tion words like prepositions and articles are decreased in contrast, while con-
tent words like verbs and nouns remain at full contrast.

Figure 8: The sentence fadeout layout, meant to support a reader who is scanning. Sen-
tences are progressively decreased in contrast as each paragraph progresses.
This draws attention to areas of text correlated with higher relevance, like topic
sentences and shorter paragraphs.
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We alternatively considered some other layouts that would allow for
a similarly non-disruptive reading process, but eventually rejected them.
In our first design prototypes, the text layout in the reading mode would
not have been simple plaintext, but rather Bionic Reading, an experimen-
tal layout created by Swiss designer Renato Casutt. The Bionic Reading
formatting consists a slight increase in contrast on the first few letters of
a word, with the intent of making the user’s eye fixate on these letters. Its
designer claims that the text layout simultaneously increases the user’s
reading speed and comprehension [3]. However, we find this claim dubi-
ous due to the reasons discussed in Chapter 3. We considered this layout
due to its unobtrusive formatting and positive word-of-mouth reviews.
However, we eventually rejected it because it lacks scientific evidence for
its efficacy; the website claims that an unreferenced Swiss university is
performing a study on the technique, but this claim is unsourced and no
study has been published at the time of writing.

When the user is skimming text, we use the content words layout. This
layout is a modified version of the QuickSkim layout described in Biedart
et al.’s Text 2.0 [12]. In this text layout, content words like verbs and nouns
are at maximum contrast, while function words like prepositions and ar-
ticles are decreased in contrast. This layout is appropriate for skimming
because content words become more important as the user begins to skim.
The choice was additionally made to use the same layout as Text 2.0, in-
stead of any potential alternatives, because the Text 2.0 layout is a seminal
work in this research area that has not yet been empirically studied. When
considering this choice, however, we noticed that multiple implementa-
tions of the QuickSkim layout existed; we therefore needed to choose
between these different layouts for our software.

The original layout in QuickSkim, as described in the conference pro-
ceedings, involved a continuous and continually changing highlight de-
gree [12]. However, the demo video on the Text 2.0 website clearly shows a
discrete boundary between reading and skimming [2]. Because we wished
to switch between different interventions in a discrete fashion, it is bene-
ficial for the text layout to be static and easily understandable at a glance.
We therefore decided to use the modified version seen on the website,
with discrete reading and skimming modes. For clarity, and because this
text layout is not exactly the same as the QuickSkim layout originally de-
scribed by Biedart et al., we rename our layout as the content words layout.
While we use this new name for clarity in this thesis, we would be amiss
not to credit Biedart et al. as the original creators of the text layout.



36 impulse reading : attentive text layout

Finally, when the user is scanning text, we use the sentence fadeout layout.
This layout is the same layout described by Kobayashi and Kawashima
[48]. In this text layout, each sentence in a paragraph is increasingly faded
going deeper into the paragraph. Because the original work describes the
layout in general terms without naming it, for sake of clarity we name
this layout as sentence fadeout. Similarly, we exclusively credit Kobayashi
and Kawashima for the creation of the layout.

Examples of the text layouts are available in Figures 6, 7, and 8. A video
demo is available at https://youtu.be/h-747bSOGtI.

5.1.2 User Interface Design

The colour, size, and relative positioning of elements is important for any
user interface, but this truism is particularly relevant for reading text [39].
Accordingly, we describe our typographical choices.

For our software, the background was set to white (#FFFFFF) and the
text to black (#000000) for maximum contrast. Typographically, the text
was laid out in a single left-justified column set in the center of the screen
with approximately 6-inch margins on either side. The font size was set
to 22 px, with the height of each line set to 1.5x the text height. This
font size is larger than most modern websites; the large size was chosen
to increase the accuracy of the eyetracker compared to each individual
line of text. The text width was set at 795 px, resulting in an average
characters-per-line of approximately 78.

Body text used the Tahoma font, which is a semi-condensed form of the
Verdana font family. Verdana was initially chosen due to its high readabil-
ity, as recommended by several non-scientific designer guides and scien-
tifically studied in Hojjati & Muniandy [39]. However, in pilot testing we
noticed that Verdana’s large horizontal spacing creates text separation is-
sues for very large text like ours. That is, the spacing of the letters can
be so large that words are no longer perceptually grouped; spaces be-
tween letters become ambiguous with spaces between words. As such,
we changed the font to Tahoma, a design with the readability of Verdana
but with slightly condensed horizontal spacing. Headers used the Geor-
gia font, a serif sister-font to Verdana.

While text was set at black by default, other colors were used for the
skimming and scanning text layouts. The scanning mode used the para-
graph fadeout layout described in Kobayashi and Kawashima [48]. We

https://youtu.be/h-747bSOGtI
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use the same colors described in that work: #000000 (black) for fading
degree 0, and #545454, #888888, #B0B0B0, #CFCFCF, and #E0E0E0 for in-
creasing fading degrees. For the skimming mode, we selected a color of
#989898 (approximately 60% of the intensity of pure black) for the faded
function words based on an iterative design process using the feedback
from qualitative pilot studies.

5.1.3 Software Components

The application consists of two parts: a simple backend server to capture
eye tracker data, and a frontend application.

The backend is a C# script that interfaces with the Tobii SDK to acquire
and transmit its gaze data. This script then creates a local UDP server
to transmit the gaze data to. The Tobii 5 has a 133 hz sample rate, but
internally performs a downsampling process for noise reduction before
the raw data is made available to consuming software at 33 hz; as such,
the UDP server transmits 33 messages a second. Each message contains
the x-coordinate in pixels, y-coordinate in pixels, an attention boolean,
and a Unix timestamp, in the following format:
{"attention":true, "x":1532, "y":263, "timestamp":183474646}

The frontend is an Electron webapp, with the JavaScript portion of the
webapp written using the React library. When launched, the application
creates a listener to capture the UDP messages containing the Tobii gaze
data.

For the application to be able to display text formatted in the content
words and sentence fadeout modes, we must identify the function words
and sentence breaks in a text. For performance reasons it is beneficial
to pre-process the texts rather than doing so in JavaScript. Accordingly,
we implement two scripts written in Python to perform this preprocess-
ing. The first script, highlight_contentwords.py, outputs a modified ver-
sion of the input text wherein each word is surrounded by an HTML
span element: the content words with a class marking them as high con-
trast, and the function words as low contrast. The second script, named
fadeout_sentences.py, uses the NLTK library to programmatically iden-
tify the sentences breaks in a text. Each sentence is then surrounded with
an HTML span element with a class marking them with the appropriate
fadeout level, as described in the work by Kobayashi and Kawashima [48].
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We ran these scripts on all texts used in our software to acquire text files
than can be directly inserted into an HTML document tree.

5.2 control techniques

Two control techniques have been developed to transition between the
different text layout modes: Automatic and Manual.

5.2.1 Automatic Control Technique

The Automatic control technique uses the read-skim-scan classifier de-
scribed in Chapter 4 to determine the appropriate text layout mode. Be-
cause the classifier was designed to provide generic functionality that can
be applied in many different situations, we set certain constants for best
applicability to our implemented software and hardware. The character
width is set to 15 px and the line height is set to 39 px, matching the
measured dimensions of the text used in our software. Additionally, we
set the refresh rate to 33 hz to match the Tobii 5.

To minimize user disruption during the mode shifts, the color of the text
changes over the course of 1.1 seconds using a linear interpolation func-
tion. Implementing this transition requires a somewhat unusual HTML
layout, as this animation would not be performant to apply to each HTML
element individually. Instead of having one HTML element per word and
varying the opacity for each word independently, three HTML elements
each contain a copy of the entire text, one per text layout. The three HTML
elements, representing the plain, content words, and sentence fadeout
versions of the full text, are overlaid on exactly the same position. The cur-
rently active text has full opacity, while the other two are set to opacity:

0. The mode transitions are activated by toggling the opacity of the given
element, causing the previously active text to fade out over 1.1 seconds
and the newly active text to fade in over 1.1 seconds. Because we use a lin-
ear interpolation function, and because the text elements are positioned
exactly over each other, the transition visually appears to be a smooth
fade between two different versions of the same text.

In development and testing we occasionally observed an unusual issue
where the three elements, despite being exactly the same size and being
positioned exactly identically, had different line breaks. These small differ-
ences would cause the text to jump on mode transitions, an unacceptable
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issue due to the disruption it would cause to the user’s reading. We did
not isolate the root cause of this behavior (although it probably occurs
due to inconsistent behavior in rounding fractional pixel sizes). However,
because the issue was deterministic for a given HTML layout, we simply
ensured through manual testing that it did not occur in the final version
of our software, as confirmed using screen recordings.

5.2.2 Manual Control Technique

By contrast to the Automatic control technique, the Manual control tech-
nique places all responsibility for transitioning between text layout modes
in the hands of the user. Under this technique, three buttons are placed on
the left-hand side of the screen, labeled “Remove Formatting”, “Highlight
Content Words”, and “Fadeout Sentences”. Each button, when clicked,
triggers a text layout shift. Because the shifts are fully user-triggered in
this mode, they take place instantly (without a fade animation). This is
implemented in JavaScript simply by replacing the HTML element that
is currently in the document tree; unlike in the Automatic control tech-
nique, only one version of the text is in the document tree at any given
time. This transition occurs in a single frame on our 60fps recordings; i.e.,
it is effectively instant.

In addition to the three buttons, keyboard shortcuts allow the user to
change modes without using the mouse. Ctrl+1 changes to the plaintext
layout, Ctrl+2 to the content words layout, and Ctrl+3 to the fadeout sen-
tences layout.

As it may be nonobvious, we now describe the design rationale behind
including the Manual control technique. The natural point of comparison
for a novel reading augmentation technique is simply the lack of a tech-
nique: traditional, unmodified text. However, if this was our only point of
comparison, we would not be able to tease out the effects of the individual
text layout modes from the effects of the gaze-aware swapping between those
layout modes. By implementing a traditional user-initiated control tech-
nique with identical text layout modes, we can estimate the effects of the
Automatic control technique separately. The Manual control technique,
therefore, represents our best-effort attempt to create an appealing and
usable design; choices like the addition of keyboard shortcuts were de-
cided upon based on our professional expertise to increase the usability
of the design. Our user study, described in the next chapter, takes ad-
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vantage of the fine-grained comparisons that the implementation of the
Manual control technique allows.



6
E VA L U AT I O N

We conducted a user study with the goal of evaluating qualitative task
performance metrics and usability metrics of Impulse Reading. Partici-
pants completed a text search task under Control, Automatic, and Manual
conditions. In this chapter, quantitative metrics of eye gaze data, task per-
formance, and software usability are described, and a thematic analysis
of the qualitative feedback results is presented.

6.1 methods

We begin by describing the study setup, including our participant recruit-
ment procedure, the study format, the procedure of the study sessions,
and our choice of metrics.

6.1.1 Participants

30 participants were recruited, using two means: a recruitment email sent
to all undergraduate students at Ontario Tech, and recruitment posters
placed on Durham College and Ontario Tech campuses. While our re-
cruitment methods were most likely to be seen by students, participants
were not required to be students at either Durham College or Ontario
Tech, or students at all. Participant gender was self-reported in a free-text
format; 10 participants were male, 19 participants were female, and 1 par-
ticipant was nonbinary. All participants were between the ages of 18 and
29.

Participants were required to affirm that they did not have dyslexia,
photosensitive epilepsy, or eye problems, and had normal or corrected-
to-normal vision. Participants were required to affirm that they were pro-
ficient in reading English, but were not required to be native English
speakers. All participants described themselves as reading English “well”
or “very well” (10/30 “well”, 20/30 “very well”).

41
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6.1.2 Design and Stimuli

Our study used a repeated-measures, within-subjects design under three
conditions: Control, Automatic, and Manual. The task selected was a text
search task under time pressure. For each participant, the task was re-
peated three times with three different texts, once for each condition. Con-
dition order was counterbalanced to reduce order effects; in other words,
the subjects were divided into 6 groups of equal population, who experi-
enced the three tasks in order CAM, CMA, AMC, ACM, MCA, and MAC.
Similarly, text-condition pairing was counterbalanced to reduce any ef-
fects of text heterogeneity. Sample screenshots of the study software are
available in Appendix A.

The text search task involved searching over long documents for a spe-
cific type of information (hereafter the target concept). For instance, the
target concept of a text concerning a historical event might be a specific
person; information about this person would be relevant, and information
about any other person or persons would be irrelevant.

Each task was under a 5 minute timer. At the conclusion of the task pe-
riod, the study software automatically proceeded to a set of comprehen-
sion questions concerning the target concept. The documents contained
a mix of relevant and irrelevant information. Documents were quite long;
fully reading each article in the allotted time would require an unrealisti-
cally high reading speed of over 800 WPM. As such, participants needed
to skim or scan over the document to find relevant information. This task
format, namely text search under time pressure, was chosen because it
would necessitate naturalistic switches between reading, skimming, and
scanning behavior, switches that were initiated based on the participant’s
best judgement and natural choice of reading strategies.

Texts were selected from Wikipedia’s list of Featured Articles, articles
that are considered to be of high quality. The list of Featured Articles was
sorted by length and 3 articles between 3900-4300 words were selected. Ar-
ticle selection was based on the researcher’s subjective judgement to find
articles that were on varied topics, relatively obscure, non-controversial,
non-technical, and were relatively easy to read. Finally, for each article the
researchers selected the target concept. Texts were chosen such that a mix
of relevant and irrelevant text would be spread relatively evenly through-
out the article. Further details about the selected texts are available in
Appendix A.
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For each text, 4 comprehension questions were written by the researchers.
Each question was multiple choice with 4 choices. The researchers fol-
lowed the guidelines given by Fuhrman to develop fair and unambigu-
ous questions that do not provide unintentional clues while remaining
easily readable and comprehensible [33]. Additional guidance was found
in an excellent work by Boland, Lester, and Williams, although it was not
used as a primary guide because its advice is primarily directed at aca-
demic psychiatrists [16]. For example, the following was a comprehension
question used for the article The Great Gold Robbery, an article for which
the target concept was the actions of James Burgess, a conspirator in the
robbery:

What was Burgess’s role in the robbery?

a. He would deliver the stolen gold bars to a safe location once the
train had arrived.

b. He would notify the thieves of a shipment being made and let them
into the guard’s van.

c. He would use wedges to break the iron rivets on the boxes of bul-
lions once another thief had picked the safe lock.

d. He would hide the evidence of the thieves’ activities after the gold
had been removed from the train.

We used a Tobii 5 eye tracker to collect and record gaze data. The op-
erating distance (between the user’s eyes and the screen) was about 50 to
70 cm. The screen was a 27-inch screen with a resolution of 1920 x 1080.
The Tobii Experience application was used to calibrate the eye tracker. All
hardware and software used for the eye tracker and its calibration were
selected to be inexpensive, commercially-available options.

Study sessions were screen recorded using the Open Broadcaster Soft-
ware (OBS), with an additional overlay for the user’s gaze position pro-
vided by the Tobii Ghost software. The gaze position indicator was not
visible to the participant in realtime, but was encoded into the captured
screen recording.

6.1.3 Procedures

Each sessions began by calibrating the eye tracker using Tobii Experi-
ence’s 7-point calibration procedure. Participants were then given instruc-
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tion on the three text layouts used in the study, and were allowed unlim-
ited time to use the Automatic and Manual techniques to gain familiarity.
Participants were allowed to end the training period and begin the tasks
at a time of their choosing. After the training period, participants com-
pleted three tasks under the Automatic, Manual, and Control conditions,
in counterbalanced order. After finishing all tasks, participants answered
a brief questionnaire, then were thanked for their time and given $20 in
remuneration.

After calibration, participants were trained on the text layouts. To train
on the three text layout modes, the participants were shown a screen de-
scribing the intervention and its purpose. At the bottom of this screen,
they were informed that upon advancing the study software, they would
be shown an example of that text layout. Participants were asked to skim
this page of text for the content words and sentence fadout layout modes,
and asked to read the page of text thoroughly for the plaintext layout
mode. Participants were asked to skim twice (instead of scanning) to ac-
quire additional sample size for the skimming personalization described
in Section 4.1.1, as more text is required for an equivalent amount of fixa-
tions while the user is skimming compared to reading.

Upon advancing to the next page, a text was displayed using the text
format that the participant was currently being trained on. While this
page was active, the participant’s saccades were recorded, and used as
input to the read-skim boundary personalization algorithm. The training
texts were taken from the Wikipedia article Ancient Egypt. This article was
chosen for its interesting subject matter and high likelihood of participant
familiarity; these qualities would not be desirable for the study texts but
were desirable for a training text to increase participant engagement.

Our choice to use participant training as a way to simultaneously collect
personalization data is a noteworthy one. We believe it to be beneficial
because it increases the time efficiency of design. We wish to note that
we deliberately chose to not inform participants that this training process
was also used for the skimming personalization. This was to increase
the likelihood of acquiring naturalistic data, as participants may have felt
unable to “act natural” if they knew their rate of skimming was affecting
the experiment.

After the participant finished the three training pages for the text lay-
outs, they were trained on the Manual control technique. A page briefly
described the technique and showed the three buttons that allowed switch-
ing between the text layouts. Participants were allowed to experiment
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with switching between the different layouts, and advance at their own
pace.

Afterwards, the participants were trained on the Automatic control tech-
nique. This page consisted of three paragraphs, each containing a descrip-
tion of the type of reading behavior that would trigger each text layout in
order (i.e., reading, skimming, and scanning). Because we did not wish
to assume participants remembered the names of the layouts, each para-
graph displayed the text layout for the reading behavior it described in
a static, unchanging formatting. After these paragraphs, the participant
was asked to experiment with the Automatic control technique by switch-
ing between the three modes using their eyes. A long text, also taken from
the Wikipedia article Ancient Egypt, followed. This text was dynamically
formatted using the Automatic control technique, allowing the partici-
pant to experiment with reading, skimming, and scanning. Participants
were allowed to advance to the next page at their own pace.

After the training process, participants were asked to complete three
tasks in order, one for each of the Control, Automatic, and Manual condi-
tions. Because each task was completed in order by each participant, both
order effects and sequence effects were possible. To guard against this,
condition order was counterbalanced. 6 permutations are possible from
3 conditions, and 30 participants were recruited; as such, each possible
order was seen 5 times. Each condition required a text to perform the in-
formation search task over; to avoid interaction effects the text-condition
pairs were also counterbalanced. (Similarly, each possible text-condition
permutation was seen 5 times.) The condition orders and text-condition
permutations were counterbalanced separately.

Each task consisted of an introduction paragraph explaining the task, a
5-minute period to perform the text search task, then a set of four compre-
hension questions. After the Automatic and Manual conditions, there was
additionally a 14-question usability questionnaire; as no reading augmen-
tation was present in the Control condition, no usability questionnaire
was included.

The introduction paragraph briefly described a roleplaying scenario
that the participant was asked to act out. For example, one task asked
the participants to read an article about a historical event, searching for
information only on a single historical person; participants were asked
to imagine themselves as a biographer writing a book about this person.
Participants received a description of the content of the article, along with
a description of the target concept they were searching for. They were in-
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formed of which control technique would be in use for the search task.
Finally, they were informed of the 5 minute task timer, and reminded
that they would have to skim quickly or skip portions of text in order to
cover the entire text. Participants were allowed to begin the task (and the
5 minute timer) at their own pace.

During the text search task, the text was placed in the middle of the
screen as described in Section 5.1.2. Additionally, a timer was present on
the left side of the screen, along with a reminder of the target concept.
At the bottom-right of the screen, a button was placed that allowed the
participant to forfeit their remaining time and skip to the comprehension
questions. Screenshots of the task screen are available in Appendix A.

The post-task survey consisted of two portions. The first portion is the
System Usability Scale (SUS), a well-known measure of usability [52].
The System Usability Scale consists of 10 statements, with the participant
choosing their agreement on a 5-point Likert scale between Strongly Agree
and Strongly Disagree. After these 10 statements, participants were asked
to rate their agreement with 4 statements, with the participants choosing
on the same 5-point Likert scale. The text of the custom questions were
as follows:

• My strategy for finding information used the text highlighting.

• I found the text formatting useful when it highlighted content words,
like verbs and nouns.

• I found the text formatting useful when it faded out the sentences
in a paragraph.

• Changing the text highlighting distracted me.

The first question investigates whether the participant consciously changed
their strategic choices in regards to the task. The second and third ques-
tions investigate whether the individual text layouts were perceived as
useful. Finally, the fourth question investigates whether the change be-
tween modes was disruptive, separate from whether the modes them-
selves were useful.

Once participants had finished all three tasks, they answered a post-
study survey. This survey included three forced-choice questions compar-
ing the participant’s experience in the Manual and Automatic conditions.
Finally, a free-text field allowed the participants to offer any additional
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comments they wished. After submitting the final survey, the participants
were thanked for their time and given their remuneration.

The duration of the experiment, including the training and tasks, was
dependent on how quickly participants chose to proceed. In practice, no
sessions were shorter than 20 minutes or longer than 45 minutes.

6.1.4 Analyses

Quantitative task performance was scored using comprehension question
scores. Each condition was measured by the participant’s percentage cor-
rect on the 4 multiple choice questions for each condition. Unanswered
questions were coded as incorrect.

Other quantitative metrics include the number of unanswered ques-
tions, the SUS scores for the Automatic and Manual conditions, the 4

additional Likert scale responses for each condition, and the results of
the three forced-choice preference questions at the end survey. Addition-
ally, gaze data was used to estimate the percent of fixations that were on
relevant text. As this metric is notably more complex and potentially ill-
defined than our other quantitative metrics, we first describe in precise
detail how we calculated it.

To investigate the degree to which participants could find relevant text,
we count the number of fixations for each participant that were on rele-
vant text. We compare this to the number of fixations that were on irrele-
vant text. For each of the three texts, we manually labelled each sentence
as relevant or irrelevant based on whether it relates to the target concept
for that text. While relevance was almost entirely determined by sentences
(as opposed to words or paragraphs), we additionally allowed for bound-
ary breaks at clause boundaries of compound sentences if one clause was
determined to be relevant and the other irrelevant. We extracted the x,y
bounding boxes of each sentence in Javascript, and compared the coordi-
nates to the Tobii eye gaze coordinates.

The Javascript x,y coordinates are measured in pixels relative to the
top-left of the webpage; however, the Tobii gaze coordinates are in pixels
relative to the top-left of the computer monitor. To convert between these
coordinates, we add the current scroll position in pixels to the Tobii y
coordinate. No change is made to the Tobii x coordinate because the web-
page could not be scrolled horizontally. Finally, 21 pixels are subtracted
from the y coordinate, as the webpage’s origin coordinate is 21 pixels
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below the top of the monitor due to a toolbar inserted by Electron. This
converted coordinate is then compared to all bounding boxes for relevant
text; if the point is within a 15-pixel margin of any bounding box, it is
labeled relevant. Otherwise, it is labeled irrelevant. A margin is necessary
due to the imperfect accuracy of the eye tracker. 15 pixels of margin were
chosen because it is half of the size of the fixation window described in
Section 4.1; that is, it is exactly the same distance from the center of a
fixation that would still be accepted as part of that fixation.

6.2 results

For reading comprehension scores, we conducted a one-way repeated-
measures ANOVA to compare the overall means (out of 4) of the Control
(M = 2.03, SD = 1.13), Automatic (M = 2.07, SD = 1.05), and Manual
(M = 2.10, SD = 1.21) conditions. There were no statistically significant
difference between conditions, F(2,58) = 0.03, p = 0.97. A raincloud chart
showing the overall distribution is given in Figure 9.

For the rate of unanswered questions, we conducted a one-way repeated-
measures ANOVA to compare the overall means (out of 4) of the Control
(M = 0.30, SD = 0.65), Automatic (M = 0.20, SD = 0.55), and Manual (M =
0.1, SD = 0.31) conditions. There were no statistically significant difference
between conditions, F(2,58) = 1.10, p = 0.34.

For the percentage of fixations that were on relevant text, we conducted
a one-way repeated-measures ANOVA to compare the overall means of
the Control (M = 37.2, SD = 19.0), Automatic (M = 37.5, SD = 15.7), and
Manual (M = 37.8, SD = 18.4) conditions. There were no statistically signif-
icant difference between conditions, F(2,58) = 0.01, p = 0.99. A raincloud
chart showing the overall distribution is given in Figure 10.

While our study was not primarily designed to evaluate the individual
text layouts, we also report our statistics for the Likert scale questions de-
scribed in Section 6.1.3, concerning participants’ reactions to the different
text layout modes. Scores were converted to a numeric scale, with Strongly
Disagree being a 1 and Strongly Agree being a 5. When asked in the Au-
tomatic condition, the content words layout received a median response
of 4 and a mode of 5. The sentence fadeout layout received a median
response of 3 and two modes of 3 and 4. When asked in the Manual con-
dition, the content words layout received a median response of 5 and a
mode response of 5. The sentence fadeout layout received a median re-



6.2 results 49

sponse of 3 and a mode response of 2. Note that we report medians and
modes instead of means, and do not include standard deviations, due to
the ordinal nature of Likert response data.

The correct method of applying statistical analysis to ordinal data like
Likert scales is a commonly debated topic; in particular, no strong agree-
ment has been reach on whether parametric data analysis is acceptable
[37]. For our analysis, we choose to apply non-parametric tests like the
Wilcoxon signed-rank test. For the Automatic condition, we conducted
a Wilcoxon signed-rank test to compare the Likert scale responses for
the content words layout to the responses for the sentence fadeout lay-
out. The difference was significant, Z = 3.17, p < 0.005. In the Manual
condition, the contrast was even more stark; a Wilcoxon signed-rank test
found the difference to be significant, Z = 3.85, p < 0.0005. That is, par-
ticipants found the content words layout significantly more useful than
the sentence fadeout layout in both conditions. A diverging bar chart plot
showing the overall distribution is given in Figure 11.

For the question “My strategy for finding information used the text
highlighting” which used a 5-point Likert scale, the median response for
the Automatic condition was a 4 and the mode was a 4. For the Manual
condition, the median response was a 4.5 (i.e., halfway between a 4 and a
5, due to our sample size being an even number) and the mode was a 5.
A Wilcoxon signed-rank test found no significant difference, Z = 0.66, p
= 0.51.

For the question “Changing the text highlighting distracted me” which
used a 5-point Likert scale, the median response for the Automatic condi-
tion was a 3 and the mode was a 4. For the Manual condition, the median
response was a 2 and the mode was a 1. A Wilcoxon signed-rank test
found the difference to be significant, Z = 2.08, p < 0.05. That is, par-
ticipants found changes in the text highlighting to be significantly more
distracting in the Automatic condition.

The post-study survey included three forced-choice preference ques-
tions. For the question “Which technique did you like most”, 17/30 (56.7%)
participants chose Manual and 13/30 (43.3%) chose Automatic. For the
question “Which technique do you feel made the task easier to complete”,
15/30 (50%) participants chose Manual and 15/30 (50%) of participants
chose Automatic. For the question “In which technique do you feel you
were best able to answer the questions”, 21/30 (70%) chose Manual and
9/30 (30%) chose Automatic. A visualization is given in Figure 12.
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SUS scores were taken for the Manual control technique and the Au-
tomatic control technique. The mean SUS score for the Manual condi-
tion was 80.4. The mean SUS score for the Automatic condition was 76.2.
According to Sauro’s commercially-available guide to the SUS, raw SUS
scores should be accompanied with a percentile score [66]. By their scale,
the Manual condition’s raw score of 80.4 is approximately 90th percentile,
while the Automatic condition’s raw score is approximately 70th per-
centile. Both scores indicate high usability; under Bangor et al.’s adjective
rating scale, the Manual condition’s raw score is classified as “Excellent”,
while the Automatic condition’s raw score is classified as “Good” [8]. A
raincloud chart showing the overall distribution is given in Figure 13.

6.3 discussion

First and foremost, it is concerning to note that our quantitative task per-
formance outcomes did not find any significant effects. However, one key
difficulty for our study, and potentially a contributing factor to our lack of
significant findings, is our relatively small sample size of 30 participants.
While this sample size may be sufficient to detect large, obvious effects,
it is possible for false negatives to occur when effect sizes are small [69].
Because it is difficult or impossible to improve reading speed or compre-
hension without a corresponding tradeoff, a small effect size should not
be surprising for a non-disruptive reading augmentation [62].

As such, it is entirely possible that our t-tests were investigating real
effects; our lack of significance should not be taken as definitive proof
that no real effect exists on our quantitative task performance metrics. It
is noteworthy that there are 6 pairwise comparisons of Automatic or Man-
ual conditions with the Control condition, and in all 6 cases the Automatic
or Manual condition is on average the better of the two. To be clear, we
are not claiming that this fact proves anything about our data; however,
we do claim that our lack of significant findings should be interpreted as
a weak or missing signal, rather than a strong negative one.

In our results, we reported that 37.5% of all fixations were relevant,
compared to 21.4% of words in the text that were relevant. These numbers
may be slightly misleading because not all words take up an identical
amount of pixels on the screen, and also are affected by the 15 pixels of
margin applied to each fixation. That said, the large difference between
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Figure 9: Raincloud plot of comprehension scores by condition.

these numbers may suggest that participants were able to skip irrelevant
text and focus on relevant text to some degree.

We found that the usability scores, as measured using the SUS, were
overall higher for the Manual condition than the Automatic. A closer anal-
ysis of the distribution of scores reveals an enlightening pattern: the high
end of the distribution were quite similar for both conditions, but the low-
est scores for the Automatic condition were much lower than the Manual
condition. The 50th percentile for both conditions was exactly the same, at
a score of 81.3, but the 25th percentile for Automatic was 65.0 compared
to Manual’s 70.6. This may indicate a “love it or hate it” response to the
Automatic condition. This may shed some interesting light on the results
of the forced-choice preference questions; although Automatic seemed to
be slightly less well-received overall, still more than 40% of participants
indicated an active preference for Automatic over Manual.

The personalization process described in Section 4.2 was used in our
study. Accordingly, we describe the high-level calibration results, and
compare them to the non-personalized algorithm given in Buscher 2008.
Our participants had a mean boundary of 7.69 character spaces, which is
quite similar to Buscher’s constant boundary of 8. However, significant
variety between participants was observed. The standard deviation was
quite large, at 2.17, with the lowest boundary being 4.59 character spaces
and the highest being 14.79 character spaces. Given this large variation, it
is clear that a constant boundary would not have been appropriate in our
case.
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Figure 10: Raincloud plot of the percentage of fixations on relevant text by condition.

However, it must also be investigated whether our calibration process
performed adequately. Because skimming is associated with a higher aver-
age saccade distance, the difference in average saccade distance between
skimming and reading should be positive. Out of our 30 participants,
6 had a negative difference, and 3 had a highly negative difference (<-1).
These participants therefore experienced a suboptimal calibration process.
Given that no loss of eye tracking was observed in these study sessions,
one possible explanation is that these participants did not understand or
did not comply with the instruction to skim or thoroughly read the cali-
bration texts. We did not intervene in these cases; we believe that future
work inspired by our experimental protocol should instead intervene and
re-do calibration.

Given that the calibration process only affects the Automatic condition,
any negative effects of a suboptimal calibration process would be con-
strained to that condition. Compared to the overall mean, these 6 partici-
pants had an overall worse user experience with the Automatic condition
(average SUS score of 72.9 vs. 76.2 overall), a worse reading comprehen-
sion on the Automatic condition (average of 1.3 questions correct vs. 2.1
overall), and a lower percentage of fixations on relevant text (36.2% vs
37.5%). That is, participants with suboptimal calibration performed worse
in all relevant metrics in the Automatic condition. This reinforces the im-
portance of the personalization process. However, it should be noted that
we cannot rule out that these differences were due to inherent differences
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Figure 11: Diverging bar chart of 5-point Likert Scale responses to the four questions “I
found the text formatting useful when [layout description].”.

in the 6 users with suboptimal calibration, rather than a causal effect of
the suboptimal calibration.

The free-text comments participants offered at the end of the study may
provide thematic insight into our usability results. We begin by analyzing
the comments from participants who offered negative feedback on the Au-
tomatic control technique, including the 4-digit unique ID used to track
the participants in a non-identifiable fashion. The most common negative
feedback was that the changes between text layout modes was distracting.
Comments on this theme include “Automatic switching made it easier to
find the information, but it was distracting” by participant 5946, and “...it
can be a bit distracting when it switches between methods in the mid-
dle of reading a paragraph” by participant 6956. Potentially related to
the theme of distraction, negative responses highlighted the lack of pre-
dictability in the mode switches: “When I scrolled down it would switch
when I didn’t want it to switch” by participant 3588, and “the system is
not stable enough to switch between the modes seamlessly” by partici-
pant 9349. This theme is consistent with our finding from the Likert scale
questions that participants found change more distracting in the Auto-
matic condition.

Positive comments related to the Automatic control technique tended
to focus on its ease of use relative to the Manual control technique. Com-
ments on this theme include “The automatic method was good because I
did not have to focus on evaluating when I should change the mode” by
participant 1057, and “The changes on the screen were slightly distracting
at first, but I got used to it quickly. Those initial distractions were much
less significant than deciding when to switch while reading in manual
mode”, also by participant 1057. Other comments focused on the Auto-
matic control technique’s utility for performing the task: “I believe auto-
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Figure 12: Survey results for the forced-choice preference questions answered by each
participant at the end of the study.

matic switching made the task easier to complete” by participant 3426,
and “I think automatic switching was a great help” by participant 9344.
The same comment by participant 9344 followed that “if I could tune the
automated system... I would use it all the time.” Given our continuing
emphasis on personalization, we agree with this participant that a user-
initiated calibration process is an important next step.

Our study was predominantly intended to empirically evaluate the con-
trol techniques, not the individual text layouts; as such, we were intrigued
to see that the single most common theme in participant comments was
feedback on the content words layout mode. Furthermore, this feedback
was unanimously positive. 5 out of the 12 received comments were on this
theme: “[I found] highlighting verbs and nouns to being [sic] more effi-
cient and easier to skim” by participant 5094, “I found the ’Highlighting
Content Words’ in the Manual Switch Technique was an extremely use-
ful way to find necessary information. It helped me a lot, and it made it
much easier for me to find information” by participant 6956, “I think the
paragraph fading format is less useful compared to the highlighting con-
tent words format” by participant 7726, “I tend to favor the term-based
highlighting method” by participant 9344, and “I like the text highlight-
ing for sure” by participant 1325. This surprising result merits further
investigation.

The extremely low p value found in Section 6.2 comparing the par-
ticipant reactions to the content words layout and the sentence fadeout
layout is even more intriguing. Even leaving aside statistical tests, the
overall distribution given in Figure 11 shows a huge difference in reac-
tion between the two layouts, clearly visible to the naked eye. This clear
signal is particularly surprising because the sentence fadeout layout has
a stronger prior evidence base supporting its use than the content words
layout; the content words layout (or QuickSkim, as originally named by
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Figure 13: Raincloud plot of SUS scores by condition.

Biedert and Buscher) has never before been empirically evaluated [12].
While this evaluation is not a true comparison to a control condition and
should be interpreted with caution, it seems clear that the content words
layout deserves further research in future work.

This closes our analysis of our data; however, in the spirit of open sci-
ence we wish to give other researchers the opportunity to perform their
own analyses. We have made the decision to release all non-identifiable
data, publicly available at the Open Science Framework at https://osf.
io/bnqkd/?view_only=052792b9f6e543a7bea378de1dd88178. The decision
to share our data publicly serves two key purposes: it allows our research
to be replicated and validated by future researchers, and it provides a
scientific dataset of gaze data during a text search task.

It is noteworthy that we are aware of no existing public dataset of
gaze data during a text search task. Existing public datasets, like Strukelj
and Niehorster’s work, cover a wide range of tasks without including
text search [68]. Some papers like Symons and Pressley’s have described
reader behavior during text search based on the recollections of human
observers, but without the use of eye trackers to capture gaze data [70].
The closest work we are aware of, by Cole et al., investigates task and
user effects in a text search task using gaze data; however, their publica-
tion does not include public access to their data [25].

While the creation of this dataset is not intended to serve as the main
contribution of this thesis, we would be remiss not to briefly describe
the attributes and qualities of the dataset. Analysis and statistics for the

https://osf.io/bnqkd/?view_only=052792b9f6e543a7bea378de1dd88178
https://osf.io/bnqkd/?view_only=052792b9f6e543a7bea378de1dd88178
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present thesis was generated using a Jupyter Notebook analysis.ipynb,
allowing for simple re-analysis of our data. Study logs for each participant
are included; log data is formatted as simple text files containing one
log event per line. Log events are generated for each fixation, saccade,
text layout switch, window scroll event, and task switch. Additionally,
the participant’s reading comprehension results and survey answers are
available, including both quantitative results and any free-text comments.

While the most obvious reason for making this dataset publicly avail-
able is due to the clear and obvious value of open science, the dataset
may additionally be useful for future work that is not directly related to
this thesis. Because we include all saccades and fixations of a naturalistic
reading task, future machine learning models for reading behavior classi-
fication can use our data for training or validation; logs of mode shifts in
the Automatic condition may be useful for work looking to measure and
reduce mode thrashing. Future research into text search tasks can also use
our dataset to create or validate theories without duplication of effort.

6.3.1 Limitations

One of the key limitations of our work is the lack of experimental valida-
tion of our rules-based reading-skimming-scanning classifier. We made
this choice because we did not see it as the main contribution of the re-
search; while the classifier is required for our implementation of Impulse
Reading, we believe the interaction design of Impulse Reading described
in Chapter 5 and its experimental validation described in Chapter 6 to
be the main contributions. Additionally, the limited timespan of a Mas-
ter’s thesis required us to perform only one experiment; this experiment
was required to allow for naturalistic flow between multiple reading be-
haviors to support our multiple text layouts. As such, no clear ground
truth existed for our participant’s reading behaviors without requiring
significant additional investment for manual labeling, and we could not
accurately estimate our classifier’s accuracy. We strongly recommend that
future work using our models perform experiments to experimentally val-
idate the classifier’s accuracy.

Although we were able to collect qualitative feedback from the par-
ticipants through free-text comments, we did not include a post-study
interview with our participants due to time constraints. This choice re-
duced our ability to collect qualitative feedback from participants, and
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correspondingly reduces our certainty in the grouping of lessons learned
from the thematic analysis we applied in Chapter 6.

The open dataset available at the Open Science Framework contains
gaze data from naturalistic participant behavior in a participant-guided
text search task. These properties have both benefits and drawbacks; the
lack of labels or ground truth imposes a limitation on its use for training
machine learning models for the task of reading behavior classification.
In other words, because our participants were allowed to freely and nat-
uralistically switch between the reading behaviors of reading, skimming,
and scanning, we do not have a known-good label for the specific behav-
ior they exhibited at any specific moment in time. While some previous
studies have successfully applied self-supervised learning to eliminate the
need for labelling and would therefore be unaffected by this limitation,
other models may require manual labeling to use our data for training
[42].





7
C O N C L U S I O N

In this chapter, we conclude our thesis by summarizing our contributions
and presenting ideas for future work.

Our first contribution, as described in Chapter 4, is a classifier for
reading, skimming, and scanning detection. Our classifier expands the
state of the art by solving the problem of mode thrashing using a novel
score-based implementation of hysteresis. Compared to existing machine
learning models, our rules-based model increases the usability of the tool
by preventing undesirable user-facing behavior caused by frequent mode
shifts.

Our second contribution, which we believe to be the most important
contribution of the present thesis, is the design, development, and exper-
imental validation of Impulse Reading, as described in Chapters 5 and
6. We have presented the first empirical analysis of what Buscher and
Biedert call attentive documents, as implemented in our Impulse Reading
system. We have shown for the first time that there is value in Buscher
and Biedert’s early work on gaze-aware reading systems by extending
their prototypes and evaluating them to show high system usability and
good user feedback.

Finally, we have created and made public a scientific dataset of gaze
data during a text search task. This dataset is the first of its kind that
we are aware of, as no existing gaze data datasets include specifically
text search tasks. This open dataset is an important contribution to future
machine learning models for the task of reading behavior classification, as
well as allowing for the validation of future research in reading behaviors
during text search without unnecessary duplication of effort.

While our current implementation uses relatively cheap, commercially
available hardware in the form of the Tobii 5 eye tracker, we believe future
work in this area should investigate the possibility of using camera-based
eye trackers, such as traditional webcams or the front camera of a mobile
device. Webcam eye tracking is uncommon, both in research and com-
mercial applications, due to their lower accuracy and sample rate [72].
However, a key point of interest of our reading detection algorithm de-
scribed in Chapter 4 is that it does not require precise positional tracking
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of the reader’s gaze, only relative tracking. That is, while calibration er-
rors can entirely preclude the usefulness of many eye-tracker-based tech-
niques, our algorithm is mostly unaffected by absolute error and drift.
As such, a near-identical version of our software could be implemented
using only webcam eye tracking with only minor degradation in perfor-
mance. While the exact market penetration of webcams is not currently
known, some sources estimate it at approximately 80% [4]. A webcam-
based implementation would therefore make our reading augmentation
available to potentially more than a billion people without any additional
purchases or hardware required.

More speculatively, we would like to explore integrating Large Lan-
guage Models (LLMs) like ChatGPT into our work. With such integra-
tion, we would be able to draw the reader’s attention to words, phrases,
or sentences based on their semantic relation to the passages that they
have previously focused most on. This could take the form of additional
inserted content, like a LLM-generated summary of the most relevant
information inserted into the sidebar of the text, or use unobtrusive aug-
mentations like typographical cuing. For example, the content words or
sentence fadeout layouts could instead increase the saliency of the most
relevant sentences in the text, based on the sentences that the reader has
focused most on. A key note is that this concept is that it requires the
identification of which word a reader is fixated on, instead of our current
algorithm which simply estimates the direction and magnitude of sac-
cades without any care for absolute positioning. As such, it is mutually
incompatible with the prior suggestion for webcam eye tracking; webcam
eye trackers have yet to achieve sufficient accuracy and precision to be
able to consistently identify which word a user is reading [72].

We see potential in the idea of expanding our work into the domain of
language acquisition. Because reader fluency, comprehension, and atten-
tion can be inferred from gaze data, eye-tracking-based augmentations
for language learners are especially appealing [14, 58]. Using similar al-
gorithms to ours described in chapter 4, we could provide support for the
language learner tailored to their current mental state and reading behav-
ior. For example, we see possible value in the idea of allowing the user to
read in their second language while they are performing thorough read-
ing, but seamlessly replacing it with text in their native language while
they are skimming and scanning. More generally, inferring the reader’s
degree of comprehension, current reading behavior, and current task or
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goal could be used to provide customized support tailored to the unique
situation of each user.

We would also like to encourage future work into increasing the acces-
sibility of this and similar tools. For example, while prior work exists in
creating an analogue to skimming in blind users through technological
interventions [5–7], we are unaware of any work that aims to infer the
pre-existing listening behavior of these users. We are interested in the pos-
sibility of detecting the equivalent of skimming and scanning in blind
users, along with the corresponding potential to provide support tailored
for these diverse listening behaviors.

To further explore the topic of accessibility, we would like to encour-
age future investigation into the applicability of this work to people with
specific disabilities or mental conditions. In particular, we would like to
highlight dementia, dyslexia, and attention deficit hyperactivity disorder
as possibilities. Patient reading ability and behavior is known to corre-
late with the presence and severity of dementia, suggesting that reading
augmentations may be useful for either the diagnosis or treatment of the
condition [55]. Meanwhile, dyslexia and attention deficit hyperactivity
disorder are known to affect reading behaviors; we would like to encour-
age future work to investigate the efficacy of reading detection algorithms
in people with these conditions [31, 57].

Overall, the present thesis has presented an extension and evaluation
of a gaze-aware reading augmentation based on the work of Biedert and
Buscher, including for the first time an experimental validation of positive
user experience in the use of attentive document systems. We believe our
strong qualitative and quantitative user feedback supports the idea that
multimodal reading augmentations supporting diverse reading behaviors
are a promising area for future research. We hope this research inspires
a renewed interest in a research area that has gone sadly underexplored
since the seminal works of Biedert and Buscher.





A
A P P E N D I X

In this appendix, we provide more details and screenshots of the text
search task described in Chapter 6. For the text search task, three texts
were selected from Wikipedia: Brownhills, Water Rail, and The Great Gold
Robbery.

Brownhills describes a small English town with a history of coal min-
ing. The target concept for this article was historical events related to the
mines of the town.

Water Rail describes a species of waterfowl widespread across Europe,
Asia, and North Africa. The target concept for this article was any infor-
mation related to the breeding and nesting of the bird.

The Great Gold Robbery describes a historical event wherein gold bullion
was stolen from a moving train en route to Paris. The target concept for
this article was James Burgess, one of the four conspirators of the plot.

Figure 14: The tutorial on the Manual control mode. Participants were allowed to freely
experiment with changing the text layout modes before advancing at their
own pace.
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Figure 15: A task introduction containing the roleplaying instructions, target concept,
and task format. In particular, this screenshot introduces the task for The Great
Gold Robbery under the Control condition.

Figure 16: The task screen. A continuation of the previous image, this task is also for The
Great Gold Robbery under the Control condition.
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Figure 17: The comprehension questions screen for the previous task.

Figure 18: The final survey, including three forced-choice preference questions and a
free-text comment box. This survey was shown at the conclusion of the study,
after all three tasks had been completed.
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