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Abstract

The increasing autonomy of intelligent systems, with applications extending from

self-driving vehicles to home-based robots, has emerged as a critical area of focus in

modern research. Yet, to acknowledge the full potential of these systems, numerous

challenges must be addressed. This thesis encapsulates rigorous research resulting

in eight scientific papers investigating autonomous systems’ efficacy and efficiency.

Our study proposes the Context-Aware Collaborative Autonomous Real-Time Vehi-

cle Systems (CARVS) Framework and focuses on improving context awareness, sim-

plifying remote task processing, and quantifying prediction uncertainty in Machine

Learning (ML) algorithms. Our intention is to move forward the state-of-the-art in

autonomous systems based on our findings as we investigate the employment of noise

as a stimulus to boost agent exploration. We also address the development of map-

ping and task management systems for connected autonomous vehicles (CAVs) using

edge, fog, and cloud computing. Furthermore, we study the quantification of uncer-

tainty in ML algorithm predictions to describe their behaviours and decision-making

mechanisms. This research provides valuable insights for the continuous improvement

of autonomous learning and the ability to deal with uncertainties in dynamic and un-

predictable environments, which could lead to greater acceptance of such systems.

Keywords: Autonomous Intelligent Systems; Machine Learning Algorithms; Con-

text Awareness; Task Mapping and Management; Uncertainty Quantification.
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for supporting and encouraging me to follow and always believe in my goals. Also,

I am eternally grateful to the great love of my life, Andrei Bosco, for making this

difficult journey smooth and full of love, kindness and care.

I also would like to thank the love and friendship of Azula, Vandinha, Carolina

Maia and Hamilton de Vasconcellos in memoriam. Last but not certainly least, I

thank my psychoanalyst, Walmy Silveira, for helping me understand and calm some

voices in the madness of my mind.

I must not fear.
Fear is the mind-killer.
Fear is the little-death that brings total obliteration.
I will face my fear.
I will permit it to pass over me and through me.
And when it has gone past, I will turn the inner eye to see its path.
Where the fear has gone there will be nothing. Only I will remain.

(Litany Against Fear, Dune, Frank Herbert)

vii



Table of Contents

Thesis Examination Information . . . . . . . . . . . . . . . . . . . . . . . ii

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

Author’s Declaration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv

Statement of Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . v

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi

List of Abbreviations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii

Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Thesis Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

Chapter 2 Background and Related Work . . . . . . . . . . . . . . . 10
2.1 Context awareness for autonomous real-time vehicle systems . . . . . 11

2.1.1 Context Awareness . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.2 Reinforcement learning . . . . . . . . . . . . . . . . . . . . . . 12
2.1.3 Gaussian Process . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.1.4 Ornstein-Uhlenbeck Process . . . . . . . . . . . . . . . . . . . 15

2.2 Collaborative task management for autonomous real-time vehicle systems 16
2.2.1 Centralized approach . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.2 Distributed approach . . . . . . . . . . . . . . . . . . . . . . . 19
2.2.3 Platooning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.3 Learning and continuous monitoring for autonomous real-time vehicle
systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.1 Uncertainty in events . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.2 Sensitivity analysis . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.3 Explainable Artificial Intelligence (XAI) . . . . . . . . . . . . 25

2.4 Overview of related works . . . . . . . . . . . . . . . . . . . . . . . . 29

Chapter 3 Proposed Context-Aware Collaborative Autonomous Real-
Time Vehicle Systems Framework . . . . . . . . . . . . . 33

3.1 Context Awareness Module . . . . . . . . . . . . . . . . . . . . . . . 36
3.2 Collaborative Task Management Module . . . . . . . . . . . . . . . . 39
3.3 Learning and Continuous Monitoring Module . . . . . . . . . . . . . 41

viii



Chapter 4 Context awareness for autonomous real-time vehicle sys-
tems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

Chapter 5 Collaborative task management for autonomous real-
time vehicle systems . . . . . . . . . . . . . . . . . . . . . . 54

5.1 Centralized Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.2 Distributed Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

Chapter 6 Learning and continuous monitoring for autonomous
real-time vehicle systems . . . . . . . . . . . . . . . . . . . 84

6.1 Scenario 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.2 Scenario 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

Chapter 7 Experimental Results and Discussion . . . . . . . . . . . 100
7.1 Context Awareness for Autonomous Systems . . . . . . . . . . . . . . 100

7.1.1 Tasks with empty city . . . . . . . . . . . . . . . . . . . . . . 106
7.1.2 Tasks with populated city . . . . . . . . . . . . . . . . . . . . 108

7.2 Task Management in Autonomous Systems . . . . . . . . . . . . . . . 113
7.3 Learning and Performance Monitoring of Autonomous Systems . . . . 116

Chapter 8 Conclusion and Future Works . . . . . . . . . . . . . . . . 133
8.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
8.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

ix



List of Tables

Table 2.1 Summary of related work (Not Mentioned (N.M)=Not Mentioned) 29

Table 5.1 Details of features selected as input . . . . . . . . . . . . . . . . . 58
Table 5.2 Defined characteristics for each of the applications used . . . . . . 61
Table 5.3 Performance evaluation with 10-fold cross-validation . . . . . . . . 63
Table 5.4 Machine Learning (ML) algorithms performance evaluation . . . . 72
Table 5.5 Features used as inputs by task mapper . . . . . . . . . . . . . . . 72
Table 5.6 Tasks defined for the simulation . . . . . . . . . . . . . . . . . . . 76
Table 5.7 General comparison of the analyzed approaches . . . . . . . . . . . 78
Table 5.8 Analysis of the processing success percentage of each approach to

CollisionPreventionTask . . . . . . . . . . . . . . . . . . . . . . . . 83

Table 6.1 Models performance for the binary classification problem . . . . . . 94
Table 6.2 Models performance for the multi-level classification problem . . . 96
Table 6.3 Models performance for the regression problem . . . . . . . . . . . 97
Table 6.4 Models performance for fire detection scenario . . . . . . . . . . . 99

Table 7.1 Comparison with previously published works on hard exploration
(Private Eye, Gravitar and Pitfall) and one score exploit (Seaquest)
Atari games. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

Table 7.2 Training details of evaluated agents . . . . . . . . . . . . . . . . . 124
Table 7.3 Comparison of our approach and related works . . . . . . . . . . . 132

x



List of Figures

Figure 2.1 Centralized approach for remote workload processing . . . . . . . 17
Figure 2.2 Over-the-air task processing in a platooning scenario . . . . . . . 20

Figure 3.1 Context-Aware Collaborative Autonomous Real-Time Vehicle Sys-
tems (CARVS) Framework . . . . . . . . . . . . . . . . . . . . . . 33

Figure 3.2 Random walk simulation using python . . . . . . . . . . . . . . . 37
Figure 3.3 Random walk result. Variability of the position x of the agent over

time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
Figure 3.4 Distribution of the agents’ displacement data during the random

walk. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

Figure 4.1 Pendulum-v0 task - training . . . . . . . . . . . . . . . . . . . . . 47
Figure 4.2 LunarLander-v2 task - training . . . . . . . . . . . . . . . . . . . 48
Figure 4.3 Humanoid-v2 task - training . . . . . . . . . . . . . . . . . . . . . 49
Figure 4.4 Pendulum-v0 task - evaluation . . . . . . . . . . . . . . . . . . . . 51
Figure 4.5 LunarLander-v2 task - evaluation . . . . . . . . . . . . . . . . . . 52
Figure 4.6 Humanoid-v2 task - evaluation . . . . . . . . . . . . . . . . . . . 53

Figure 5.1 Edge orchestrator workflow ( RSU = Roadside Units/ CBS = Cel-
lular Base Station) . . . . . . . . . . . . . . . . . . . . . . . . . . 55

Figure 5.2 Our one-stage proposed architecture . . . . . . . . . . . . . . . . 57
Figure 5.3 (S1 = first-order Sobol index, ST = total Sobol index) - Variance-

based sensitivity analysis to define ‘Selected features’. . . . . . . . 58
Figure 5.4 Two-stage architecture proposed in [37] . . . . . . . . . . . . . . . 60
Figure 5.5 Comparison of our proposal with the proposal presented in [37] . 64
Figure 5.6 Number of tasks that failed during simulation in EdgeCloudSim . 66
Figure 5.7 Orchestration algorithm overhead during simulation in EdgeCloudSim 67
Figure 5.8 Network delay of approaches during simulation in EdgeCloudSim 68
Figure 5.9 Algorithm simulation time duration in EdgeCloudSim . . . . . . . 69
Figure 5.10 Average QoE for the number of vehicles . . . . . . . . . . . . . . 70
Figure 5.11 Tasks distributed percentage on each server by analyzed approach 79
Figure 5.12 Percentage of successfully completed tasks in total and by server . 80
Figure 5.13 Percentage of successfully completed tasks according to their crit-

icality on the AGX Edge Server . . . . . . . . . . . . . . . . . . . 81
Figure 5.14 Percentage of successfully completed tasks according to their crit-

icality in Tesla Fog Server . . . . . . . . . . . . . . . . . . . . . . 81
Figure 5.15 Percentage of successfully completed tasks according to their crit-

icality on the DGX Cloud Server . . . . . . . . . . . . . . . . . . 82

Figure 6.1 Conformal predictor workflow . . . . . . . . . . . . . . . . . . . . 85
Figure 6.2 Comparison of the traffic network used in the simulation with the

real map of Toronto . . . . . . . . . . . . . . . . . . . . . . . . . 88
Figure 6.3 Proposed approach to estimate uncertainty in events . . . . . . . 89
Figure 6.4 Sobol analysis to indicate priority input for binary classification

problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

xi



Figure 6.5 Sobol analysis to indicate priority input for multi-level classification
problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

Figure 6.6 Sobol analysis to indicate priority input for regression problem . . 97
Figure 6.7 Sobol analysis to indicate priority input for fire detection problem 98

Figure 7.1 Agent Asynchronous Advantage Actor Critic (A3C) model . . . . 102
Figure 7.2 Specification of the A3C agent connected to the CARLA simulator 103
Figure 7.3 Tasks performed with empty city . . . . . . . . . . . . . . . . . . 109
Figure 7.4 Tasks performed with populated city . . . . . . . . . . . . . . . . 110
Figure 7.5 Comparison between distributed and centralized approaches . . . 114
Figure 7.6 Success Rate by Processing Units . . . . . . . . . . . . . . . . . . 115
Figure 7.7 Task Success by Criticality . . . . . . . . . . . . . . . . . . . . . . 117
Figure 7.8 Task Success Analysis . . . . . . . . . . . . . . . . . . . . . . . . 118
Figure 7.9 Abstraction of our proposal Double Deep Q-Network (DDQN) with

uncertainty . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
Figure 7.10 Simulation environment . . . . . . . . . . . . . . . . . . . . . . . 123
Figure 7.11 Scoring performance comparison between approaches with and with-

out uncertainty . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
Figure 7.12 Details of the explainability screen in our proposal . . . . . . . . 125
Figure 7.13 Explanation of the behaviour and actions of the DDQN agent in

the obstacle avoidance scenario . . . . . . . . . . . . . . . . . . . 128
Figure 7.14 Explanation of the behaviour and actions of the DDQN with un-

certainty agent in the obstacle avoidance scenario . . . . . . . . . 130
Figure 7.15 Agent error explanation . . . . . . . . . . . . . . . . . . . . . . . 131

xii



List of Abbreviations

A2C Advantage Actor Critic

A3C Asynchronous Advantage Actor Critic

A3C-DP Asynchronous Advantage Actor Critic with Disturbed Policy

AI Artificial Intelligence

AL-DQN Advantage Learning - Deep Q-Network

CARLA Car Learning to Act

CARVS Framework Context-Aware Collaborative Autonomous Real-Time Vehi-
cle Systems Framework

CAVs Connected Autonomous Vehicles

CBS Cellular Network

CEP Complex Event Processing

DDQN Double Deep Q-Network

DeepCS Deep Code Search

DQN Deep Q-Network

EDFHC Earliest Deadline First and High Criticality

GPU Graphics Processing Unit

ICP Inductive Conformal Predictor

IPM Improved Probabilistic Model

KNN k-Nearest Neighbors

MAPE Mean Absolute Percentage Error

MDP Markov Decision Process

MEC Multi-access Edge Computing

ML Machine Learning

ML CP Machine Learning with Conformal Predictor

MLP MultiLayer Perceptron

xiii



MSE Mean Squared Error

N.M Not Mentioned

NPM Normal Probabilistic Model

OTA Over-The-Air

OU Ornstein-Uhlenbeck

PER Prioritized Experience Replay

POMDP Partially Observable Markov Decision Process

PPO Proximal Policy Optimization

PU Processing Unit

QoE Quality of Experience

ReLU Rectified Linear Unit

RL Reinforcement Learning

RLzoo Reinforcement Learning Zoo

RSU Roadside Unit

SAC Soft Actor Critic

SARFA Specific and Relevant Feature Attribution

SDE Stochastic Differential Equation

SOTA State-Of-The-Art

SUMO Simulation of Urban MObility

SVM Support Vector Machine

TCP Transductive Conformal Predictor

VM Virtual Machine

WAN Wide-Area Network

WLAN Wireless Local-Area Network

XAI Explainable Artificial Intelligence

xiv



Chapter 1. Introduction

1.1 Motivation

The ability of intelligent systems to operate independently and adapt to their sur-

roundings, known as autonomy, has become an increasingly important area of research

in recent years. This is crucial for their effectiveness in various applications, such as

self-driving vehicles and household robots. As the use of these autonomous agents

grows, it is essential for them to have a comprehensive understanding of their oper-

ating environment and context [1]. Despite this, there are still obstacles to overcome

before these systems can reach their full potential.

One of the challenges in autonomous systems is context awareness. For a system

to be truly autonomous, it must not only comprehend its surroundings but also adjust

to them [2]. This requires ongoing and efficient exploration of the environment, which

can be aided by introducing noise [3], [4]. This enables the system to be less confident

in its actions, allowing it to explore its surroundings more thoroughly.

Efficient task management and mapping are essential elements for autonomous

systems to succeed [5]. As these systems become more complex, they are required to

perform a diverse range of tasks, from autonomous driving and navigating in unstruc-

tured environments to complex interactions with humans in social situations. The

ability to manage and prioritize these tasks is necessary for the overall performance

and practicality of these systems.
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Another point is learning and performance monitoring, vital for the effective op-

eration of autonomous systems, which constantly deal with uncertainties arising from

the dynamics and unpredictability of environments [6]. These systems must be able

to continuously learn from experience and adapt based on their performance, dealing

with uncertain situations, allowing them to improve over time and respond effectively

to new challenges.

In this way, this dissertation proposes to investigate these problems, seeking to

contribute to the advancement of state-of-the-art autonomous systems by developing

new techniques and approaches for context awareness, task management and map-

ping, and learning and performance monitoring based on uncertainty. We will facil-

itate the development of more effective and efficient autonomous systems, as well as

inform and guide the process of autonomous learning, paving the way for its broader

adoption in various applications and scenarios.

This research aims to develop real-time autonomous vehicle systems as the trans-

portation industry moves towards complete autonomy. One of the critical reasons for

pursuing this research is the real-time decision-making challenges that autonomous

vehicles face, which require processing and interpreting a vast amount of data from

various sensors and the need for the vehicle to communicate with other vehicles and

infrastructure. We assume that the environment is composed only of autonomous

vehicles. However, it can also be integrated into cars with human drivers to help

them make better decisions and improve traffic efficiency. Systems must work well

for autonomous and human-driven vehicles.

2



1.2 Problem Statement

Context awareness is crucial for making efficient and effective decisions in real-time

autonomous systems. In order to become context-aware, the system must interact

with the environment to understand its characteristics and functioning. Reinforce-

ment Learning (RL) is used to ensure this continuous interaction and learning, where

the agent is rewarded or punished for each action that affects the environment [7].

During the autonomous systems training in RL, the agent can repeat the same

action to have an acceptable reward. However, another motion may produce a much

greater reward, and the agent will never know if it is choosing only what it has al-

ready learned in the previous explorations. For this reason, the agent must explore

its environment a lot during training to get to know it well and better choose the

actions during the testing phase. There are numerous approaches to stimulate the

exploration of agents during the training phase, one of which is noise insertion [3], [8],

[9]. Nonetheless, RL exploration still has many unexplored challenges and research

opportunities. As in real life, we have several external factors when learning some-

thing new. The RL agent must go through interferences and noises that diminish its

certainty in action at the training moment and make it explore more options.

Considering that some specific systems, especially connected autonomous vehicles,

have limited processing capacity locally, they can take advantage of the resources on

remote servers that can support processing their workload in many situations. The

challenge is to develop a task management system that can handle the dynamic nature

3



of the environment and allocate tasks remotely, comparing and contrasting the real-

time performance of centralized and distributed approaches while considering factors

such as task priority and resource availability. Accordingly, we propose a concise one-

stage ML-based task mapper and scheduler to solve the limited onboard processing

capacity and minimize the response time for intelligent vehicles. The task mapper

counts on the support of ML to estimate the service time to upload and process a

task on the edge, fog or cloud. Based on this estimation, the best remote server

with the lowest estimated service time will be chosen. Also, the task mapper receives

numerous input features and cannot use all of them to predict the service time, as it

would cause a processing overload. Therefore, we use sensitivity analysis to decide

which input features of the model are decisive for forecast the required service time.

As Artificial Intelligence (AI) technology advances and impacts various industries

like healthcare, agriculture, and transportation [10], it becomes essential to under-

stand how these systems make decisions to establish trust and understanding. Com-

plex event processing systems create events that stem from other low-level primitive

events. These derived events result from rules that match patterns relevant to gener-

ating this complex event [11]. Therefore, we need to measure the level of uncertainty

linked to complex events to avoid potential harm. Then, to increase transparency

and comprehensibility for humans, AI explanation approaches have been developed.

One way to ensure that individuals understand the system’s limitations is to measure

and disclose the model uncertainty related to AI predictions [12]. This method will

help demonstrate that machine learning systems are not always completely accurate

4



and how much they can be trusted.

Thus, we evaluate the effectiveness of our proposed machine learning models by

measuring them against several metrics to determine how closely the model’s decisions

mimic those of a human driver. These metrics include Mean Squared Error (MSE),

which measures the accuracy of the model’s predictions regarding a car’s movements

like acceleration and braking. A low MSE score indicates the vehicle can navigate

efficiently and safely, with minimal chances of unexpected movements. Metrics such

as accuracy and sensitivity are used to assess the vehicle’s ability to detect objects and

respond to them appropriately, such as determining when to halt for a pedestrian or

another vehicle. High accuracy ensures that the autonomous vehicle will not confuse

a tree for a traffic sign, while high sensitivity guarantees that it will not miss a

pedestrian. In summary, these metrics serve as a report card for the autonomous

vehicle, accurately assessing how well it is learning and performing the tasks required

for safe and efficient driving.

1.3 Contributions

To address the challenges mentioned above, the main contributions of this research

work are summarized below.

• Researching, designing, implementing, and evaluating techniques that

improve exploration and recognition of the environment. This leads
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to better context awareness for decision-making by autonomous agents.

We aim to research the behaviour of additive Gaussian noise and Ornstein-

Uhlenbeck (OU) [13] noise to encourage an autonomous agent to be further

stimulated to explore more action options efficiently during its training. Our

motivation comes from the assumption that agents are more vulnerable when

they have limited knowledge of the possible actions in the environment, which

is frequently subject to changes.

• Development and evaluation of a mapping and offloading technique

that uses machine learning to transfer incoming tasks to the appro-

priate remote server based on expected processing time, required

computation, criticality levels, and available resources.

We have a vehicle list V = {v1, v2, ...}, and each vehicle v generates several tasks

with a deadline, criticality, and size τ = {D,C, SZ}. Each vehicle has a task

mapping Ti = {τi,1, τi,2, ...} that checks the availability of resources R from other

vehicles, from the nearest roadside units and from the cloud to decide where to

send a task τ to execute on a remote server S. Each server has a task scheduling

responsible for managing a circular queue Q of processing tasks. Considering

the first task τ1 of this queue, we have a task with a short deadline and a high

criticality that starts to be processed. Meanwhile, the circular queue is being

reorganized by the task scheduler as new tasks with new deadlines, criticalities,

and sizes arrive. So, the second task τ2 to be processed also has a short deadline,

high criticality and is smaller than task τ1. Thus, the task scheduler considers
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that if the deadline of task τ2 is smaller than that of task τ1 (τ2D < τ1D) and the

size of task τ2 is smaller than that of task τ1 (τ2SZ
< τ1SZ

), the task τ2 starts to

be processed while τ1 is on hold, back in the queue Q again. After processing

task τ2, task τ1 returns to be processed. Then, the remote server S returns the

processed task τ2 to the requesting node.

• Design and evaluation of uncertainty measurement in predicting events

by ML-based approaches. Furthermore, the use of this quantified un-

certainty as a technique to help explain the actions of autonomous

agents and understand their behaviour.

We are considering an autonomous system S that interacts with an environ-

ment E with a set of factors F = F1, F2, ..., Fm influencing the perception of the

system according to a set of available decisions D = D1, D2, ..., Dn. Given that

information, we have the uncertainty u definition as u : K → R, where K rep-

resents a set of all possible levels of knowledge that the system can have about

the environment, and R denotes the set of real numbers. Thus, the greater the

knowledge, the lesser the uncertainty: for all Ki, Kj ∈ K, if Ki < Kj, then

u (Ki) > u (Kj).

Due to the related above, we propose incorporating uncertainty into Explain-

able Artificial Intelligence (XAI) for autonomous systems combining Bayesian

deep learning and uncertainty-aware planning for interpretable and transparent

decision-making processes. Thus, we aim to implement visual indicators that

clearly show how the autonomous agent perceives its environment. Further-
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more, these indicators should not only identify the factors that influence the

agent’s decision-making process but also demonstrate the impact of uncertainty

on its choices. Therefore, the indicators must provide absolute clarity.

1.4 Thesis Organization

The remainder of this thesis is organized as follows: Chapter 2 offers an introduc-

tion to context definition, RL, Gaussian process, OU process, uncertainty in events,

sensitivity analysis, XAI, centralized and distributed approach, and platoon. Addi-

tionally, we present the key findings of the related works relevant to this research.

Chapter 3 proposes the Autonomous Connected Real-Time (ACT) Framework. This

framework consists of three central cores, which are described in detail in the fol-

lowing chapters: Context Awareness for Autonomous Systems, Task Management

in Autonomous Systems, and Learning and Performance Monitoring of Autonomous

Systems. In Chapter 4, we discuss the concept of context awareness for autonomous

systems. We explain the benefits of using noise to encourage exploration and pro-

vide experiments highlighting the advantages of incorporating this noise in training

autonomous agents. In Chapter 5, we discuss the challenges of managing tasks in au-

tonomous systems. We thoroughly examine centralized and distributed approaches to

task mapping. Chapter 6 explains how to measure uncertainty in predicting events

for autonomous systems. This uncertainty can help track the learning progress of

these systems and provide insight and explanations into their actions and behaviour.
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Chapter 7 outlines the primary outcomes and debates regarding the three main com-

ponents that constitute our ACT Framework. Chapter 8 presents the conclusions,

limitations and plans for future work.
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Chapter 2. Background and Related Work

In this chapter, we will explore important concepts and definitions that are essential

for understanding and discussing the research presented in this thesis. Our research is

divided into three main areas, each with its own background information and primary

works related to our study. These areas are:

1. Context awareness for autonomous real-time vehicle systems: This core ad-

dresses how autonomous systems perceive their surroundings and utilize con-

textual information to make decisions.

2. Collaborative task management for autonomous real-time vehicle systems: This

core focuses on tasks generated by autonomous systems and how these systems

handle them, considering factors such as deadlines, resource limitations, and

latency.

3. Learning and continuous monitoring for autonomous real-time vehicle systems:

After autonomous systems have acquired the necessary contextual knowledge

for appropriate decision-making and the ability to manage and allocate their

tasks effectively and efficiently, this core considers how we can ensure that these

systems take uncertainties present in the environment into account for decision-

making. Furthermore, it emphasizes the importance of ensuring that these

decisions align with the system’s understanding of the environment and meet

human expectations.
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2.1 Context awareness for autonomous real-time

vehicle systems

This section discusses the context and contextual information regarding Chapter 4

- Context Awareness for Autonomous Systems. We also cover the concepts of RL,

Gaussian, and OU processes, which introduce uncertainty into the autonomous agent.

We also present the primary descriptions of related works.

2.1.1 Context Awareness

In order to understand context, we refer to the definitions of Dey [14] and Coutaz

[15]. According to Dey [14], context refers to any information that can help describe

the situation of a person, place, or object that is relevant to the interaction between

a user and an application. This information also includes the user as well as the

application itself. Therefore, a context-aware system, as defined by Dey [14], utilizes

context to provide valuable information and/or services to the user, with the value

being based on the user’s intentions.

According to [15], context refers to a collection of details that includes objects,

information, functions, and roles of entities, as well as the relationships and situations

they are involved in. This information is crucial for systems to operate effectively in

ever-changing environments.
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In this research, the term “context” refers to all the information that defines

the state of an autonomous system at a specific time and place. For instance, if we

consider an autonomous vehicle, its context would include its location, speed, and the

conditions of the road it is driving on. It would also encompass information about

other agents present in the same environment, such as other vehicles, road signs, and

weather conditions that may affect the vehicle’s state.

In [16], the authors demonstrate a lane-keeping assist scenario where an au-

tonomous vehicle is trained and tested using deep reinforcement learning. The study

categorizes the environment into two types: discrete actions and continuous actions.

However, the research does not examine how well the trained agent interacts with

other agents that are also in the same environment. Additionally, the study does not

showcase the agent’s performance in environments other than the one it was trained

in, which would provide insight into the agent’s capability to handle and adjust to

different contexts.

2.1.2 Reinforcement learning

RL is related to the Markov Decision Process (MDP). In the MDP, the action space

A can be discrete (A = 1, ..., 100) or continuous (A = [−1, 1]). For both the discrete

and continuous action spaces, an agent in the state st ∈ S acts in ∈ A, receives a

reward r(st, at) ∈ R and moves to the next state st + 1.

A Partially Observable Markov Decision Process (POMDP) is a generalization
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of the MDP in which the current system state is not necessarily known. Instead,

the decision maker remembers the decisions taken and the observations noticed over

time, and tries to use that information to take the next decision. It is possible

that, for example, instead of the “current system state”, a probability about the

states is maintained while the decisions are taken [17]. This model is already being

used to solve various problems, such as robot navigation, elevator controls, military

applications, medical diagnostics, and education [18].

RL has long struggled with the issue of exploration in different environments. As

a result, many studies have looked into ways to encourage exploration during agent

training. One such study [19] explored combining an actor-critical reinforcement

learning approach with a trajectory optimization model-based method, which opti-

mizes exploratory noise by creating a trajectory from the current state to ideal future

states. This is done using value functions learned by an RL algorithm. However,

projecting images into a latent embedding space can be challenging and may result

in the loss of relevant information.

A POMDP [17] is defined as a tuple: (S,A, T,R,Ω, O, γ), where:

• S is a set of states in which the process can be part of;

• A is a set of actions that may be executed in different decision moments;

• T : S x A x S 7−→ [0; 1] is a function that returns the probability of the

system going to state s′, given that it was at state s and the executed action

was a;
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• R : S x A 7−→ IR is a function that returns the cost (or reward) for taking a

decision when the process is at state s;

• Ω is a set of observations that are obtained on every decision moment;

• O : S x A x Ω 7−→ [0, 1] is a function that returns the probability of an

observation being verified, given the state s and last executed action.

• γ ∈ [0, 1] is the discount factor.

In reality, it is not always possible to be fully aware of situations. Our agent op-

erates contextually by gathering and interpreting information from the environment.

To make informed assumptions, the agent must compare and contrast past events to

identify patterns and make the best decisions. Therefore, it requires a memory state

that determines which information to use at each timestep.

Exploration efficiency is a topic that has attracted the attention of countless re-

searchers who seek to encourage their autonomous agents to experiment with global

exploration strategies at higher levels. In that recent research [20], the authors con-

ducted a study that shows that the combination of fast and slow rewards in different

contexts, including those with noisy inputs, can be a promising method for high-level

exploration in reinforcement learning. The authors prove that noise combined with

other mechanisms helps the agent explore more efficiently and robustly. The evalua-

tion of that work does not include real-world tasks, and it only considers video game

environments.

14



A few other works seek to improve exploration through the diversification of states.

Skew-fit [21] makes a weighted probability distribution of actions based on maximum

entropy so that rare states receive higher weights. Thus the authors seek to encourage

agent exploration by maximizing entropy, not combining it with other mechanisms.

2.1.3 Gaussian Process

According to the paper [22], a Gaussian process can be defined by a collection of

random variables that follows a normal Gaussian distribution. Thus, the following

Equation (2.1) may be used to define it:

Gnoise ∼ GP (m(x), K(x, x′)) (2.1)

Where m(x) is the function that informs the mean at any point in the input space,

and K(x, x′) represents the function that defines the covariance between the points.

The mean can be any value, and the covariance matrix must be positive.

2.1.4 Ornstein-Uhlenbeck Process

The Ornstein-Uhlenbeck [23] process is responsible for generating temporally corre-

lated noise with zero means, and it is defined according to the following Stochastic

Differential Equation (SDE) [24]:
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OUnoise ∼ α(µ−Xt)dt+ σdWt (2.2)

dWt is the Brownian motion scaled by volatility σ, which also controls the amount

of noise. Also, (α ≥ 0), µ and (σ > 0) are parameters. Xt ∈ R and for each t the

valuesXt follow a normal distribution. We define µ as the mean of the process (usually

0), α is the speed (how fast α varies with noise) of the mean reversion scaling the

distance between Xt, and µ.

The study “Using the Ornstein-Uhlenbeck Process for Random Exploration”, de-

veloped in [25], proposes using the OU process to generate random exploration. The

paper disposes of an approach to creating active agent orientation through the state

space by sampling speed instead of displacements. Although the proposal presented

also uses the OU process to encourage random exploration, those researchers do not

evaluate the difference between the Gaussian and OU noises, and the experiments

need more empirical tests. Another similar work is “Noisy Networks for Exploration”

[26], but the authors evaluate the proposal only in-game environments and tasks.

2.2 Collaborative task management for autonomous

real-time vehicle systems

In this section, we discuss the centralized and distributed approaches along with

the vision of the platoon. All these concepts are related to task management in
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autonomous systems, covered in depth in Chapter 5.

2.2.1 Centralized approach

Figure 2.1 presents a centralized architecture in that each intelligent system sends

its workload to be processed in a digital infrastructure (cloud, fog or edge), which

updates the tasks those systems are supposed to perform in real-time.

Figure 2.1: Centralized approach for remote workload processing

The features of fog and edge computing have attracted extensive interest from

academia and industry, as they significantly reduce the network latency, concentrating

computing services closer to consumers [27]. On the other hand, cloud servers have

unrestrictedly more extensive processing and storage capacity than in the edge and fog
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[27]. Therefore, our system requires low network load, low execution and response

times, and occasionally high processing power. Due to these characteristics, it is

necessary to decide on the processing target device based on the characteristics of

each task and the moment it arrives at the orchestrator, as we must consider vehicular

network context situations. Thus, this study intends to prioritize edge usage due to

previously listed advantages. Also, a recent study [28] shows that edge-offloaded

services can emit less CO2, which is highly relevant considering the current climate

change situation on our planet.

The paper [29] is a work that uses fuzzy logic as a basis for its study. The authors

use fuzzy logic to propose an edge computing infrastructure that must orchestrate the

workload coming from mobile devices. Furthermore, the investigation in [29] declares

that fuzzy logic is responsible for orchestration actions that consider the requirements

of the network, computation, and tasks to decide where to execute the tasks in their

proposal.

Although several works [29]–[32] use fuzzy logic as a basis, the difficulties in estab-

lishing rules correctly, the need to perform numerous simulations and tests, and also

the fact that there are no precise mathematical definitions [33] are disadvantages that

need to be pointed out. Due to this, works such as the ones developed in [34]–[36]

highlight the importance of approaches focused on intelligent offloading. Furthermore,

the authors of [34]–[36] emphasize that due to random and uncertain contexts that

vary over time, decision-making scenarios have elevated complexity to be optimized

using traditional approaches, such as game theory and fuzzy logic. Consequently,
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that study recommends using artificial intelligence based on machine learning for

multi-access edge computing problems, with the justification that the edge network

can self-optimize and self-adapt in the constitution of an intelligent decision-making

system.

The study [37] uses machine learning as the basis of a workload orchestrator for

vehicular edge computing work. That study uses supervised learning and two-stage

architecture for the orchestrator’s decision-making. In the first step, a classification

indicates whether the target device has a chance of success or failure. Thus, only for

cases where there is a prediction of success, the orchestrator moves to the second ML

step, which estimates the service time in that target device. In this way, the orchestra-

tor chooses the remote server with the lowest expected service time. Unfortunately,

despite using machine learning, the research work [37] becomes very extensive and ex-

pensive since it is necessary to train six different models with different input features

for each of those models.

2.2.2 Distributed approach

Real-time intelligent systems are required to process and interpret numerous data

simultaneously, demanding high-performance computing and rigorous real-time re-

sponses to requested tasks. In the case of autonomous vehicles, we deal with lim-

iting factors such as battery life and constricted computing power that restricts the

processing load supported onboard. In this scenario, we must take advantage of ex-

ternal devices that can support the processing performed by the intelligent system
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in real-time. Furthermore, with over-the-air communication, vehicles can share their

information with each other, in addition to using each other’s processing capacity to

perform possible tasks. The execution of tasks outside the origin node can also be

done using edge, fog or cloud resources. For example, Figure 2.2 presents a decen-

tralized task processing architecture in a car platoon scenario.

Task mapper

Task scheduler
RSU

Cloud

Platoon

Entities
communication

Figure 2.2: Over-the-air task processing in a platooning scenario

2.2.3 Platooning

As an example of distributed approaches, we have the platoons that are essential

to improve vehicle traffic and commute time. On the platoon, the cars follow a lead

vehicle at a close distance, with each car finding its optimal position to better account

for traffic conditions [38]. As shown in Figure 2.2, we have a platoon scenario where

the lead vehicle is the gray car in front of everyone.

In addition, other approaches are widely used, such as Round-Robin processing.

The papers [39] and [40] make use of this technique for task scheduling in vehicle
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platooning scenarios. In that approach, a precisely equal slice of time is given to each

task in turns, so a task that requires more processing time will have to go through the

scheduler several times until its processing is fully completed. In this context, tasks

are placed in a circular queue, where all are treated without taking into account their

priority, having to wait in turns for the necessary CPU time slot.

2.3 Learning and continuous monitoring for au-

tonomous real-time vehicle systems

This section discusses the definition of uncertainty in events triggered by au-

tonomous agents. We also explore how a sensitivity analysis mechanism can support

identifying which inputs of the agent’s perception most influence the variation of this

uncertainty. Furthermore, we provide an explanation of what XAI is and its purpose.

These concepts are related to the core of Learning and performance monitoring of

autonomous systems discussed in Chapter 6.

2.3.1 Uncertainty in events

An event refers to all occurrences that take place in a particular location over a specific

duration. These events can be categorized into two groups: primitive and derived or

complex. This classification is outlined in [41]. For example, the data collected from

sensors, also known as sensor readings, are considered primitive events. On the other

hand, complex or derived events are created by processing primitive events based on

Complex Event Processing (CEP) rules, also known as Event Patterns.
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When we want to trigger an event, whether it is simple or complex, we need

to acknowledge that there is always some uncertainty about whether the event will

occur. This uncertainty is present even in reliable measurements like rulers, clocks,

and thermometers [42]. To address this uncertainty, we store event predictions in

a list for every one-second time window. Then, we calculate the list’s mean and

standard deviation every second. The mean represents the value that characterizes

the triggered event, while the standard deviation represents the uncertainty [42], [43].

The standard deviation measures how much the forecasts are dispersed around the

mean, so a larger standard deviation implies more significant uncertainty about the

event. We can calculate the uncertainty using Equation 2.3:

uncertainty =
s√
n

(2.3)

where s is the standard deviation, and n is the number of event predictions stored

in the list.

The authors of “Complex Event Processing Over Uncertain Data” [44] present

a method that considers the production of new events in the face of uncertainty.

They have extended the complex event processing literature to manage data with

uncertainty. However, to our understanding, the authors of the work [44] do not

present the probability (which would indicate the degree of uncertainty) of the new

event produced occurring in the final result.

The work [45] states as a contribution the proposal of an input representation
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with values of predicted visual abstractions and also confidence values related to that

prediction. Furthermore, the authors promise to capture uncertainty using images

representing the vehicle’s acting environment, displaying probabilistic patterns to

better deal with inconsistencies. That work performs with uncertainty as a measure

produced and provided by perception systems. The authors modelled observation (o)

as a pair of values o = (ŝ, c), where ŝ is the estimated state and c is the confidence

levels related to these estimated states.

The research [45] uses imitation learning to train a vehicle model in the Carla sim-

ulator and verify the success rate in tests performed with a described benchmark. The

proposal was to train the model with noisy data, representing the levels of uncertainty

in the sensing. The model was tested with inputs that contained the representation

of uncertainty through the insertion of confidence levels in the data that illustrated

the observation performed. Also, the authors claim that their proposal can be used

to handle false positives better. However, at no point in the article did the authors

expose how the data acquired from the Carla simulator were treated to fit and adapt

to the input format they proposed. Likewise, they do not detail how the uncertainty

was extracted from the simulator to be inserted into each observation made.

2.3.2 Sensitivity analysis

Sensitivity analysis is critical because it indicates how much each uncertain parameter

contributed to generating the output uncertainty. Then, we chose a variance-based

sensitivity analysis to determine how much the input variation influences the output
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[46], [47]. Thus, we use the first-order Sobol indices. These indices identify the input

parameters with the most significant effect on output variability [48]–[50].

Sobol’s first-order sensitivity index is given by:

Si =
V ar(E(H | P))

V ar(H)
(2.4)

Where Si is the sensitivity index, H is the output resulting from the model with

uncertain input parameters list P. Thus, if we have a low sensitivity index, which

can vary with the range [0, 1], we will have that the variance in this parameter will

have little effect on the variance of the final result. Therefore, if the parameter’s

sensitivity index is high, any variation in this parameter will significantly affect the

model’s output.

The total Sobol index for a parameter belonging to P is defined according to the

following equation:

Sτi = 1− V ar(E(H | P−n))

V ar(H)
(2.5)

We have that V ar(E(H | P−n)) represents the variance of the expected value of

the output considering the simultaneous variation of all uncertain parameters of the

set P except for Pn. If we have Sτi = 0, we say that the variability of Pn has no

influence on the results and can be ignored in future analyses.
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In the work “Complex Event Processing over Uncertain Data Streams” [41], the

authors work with one processing engine extension to support the complex events

processing in the face of uncertain data. The research also defined a model of how

the input and output data should be. In addition, the researchers calculated and

presented the confidence probability in the complex event’s output. In our opinion,

the definition of what the input data should look like tightens the input data space,

limiting the data that can be used as input to produce complex events. Another

difference in our approach to that work is no analysis in [41] of how much input data

contribute to the output uncertainty.

2.3.3 Explainable Artificial Intelligence (XAI)

As the complexity of decision algorithms increases, AI agents become more powerful,

but their decisions also become more challenging to understand. Therefore, it has in-

creased interest in developing explainable, transparent, and interpretable AI models

[51]–[53]. Thus, XAI is a branch of AI that seeks to make the decisions and processes

taken by machine learning algorithms more understandable and transparent to hu-

mans. This is especially important in critical or high-risk situations, like autonomous

vehicles, where understanding how the system works is crucial to ensure user safety

and trust.

The paper [54] highlights the importance of artificial intelligence models having

high interpretability, in addition to the ability to estimate uncertainty through un-

certainty wrapper frameworks. In this way, the research stresses the use of decision
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tree structures to support interpretability. In addition, however, it emphasizes that

small changes in a single model factor can result in significant changes in uncertainty

estimation. With the argument defined above, the authors selected some approaches

to smooth the transitions between different levels of uncertainty with minimal re-

duction of the model’s interpretability. Furthermore, the authors intend to control

the increase in runtime complexity at low levels while ensuring that the uncertainty

estimation performance will not be adversely affected. The approaches chosen were

Random Forests, Fuzzy Decision Trees, Fuzzy Random Forests, Soft Decision Trees,

and Bagged Soft Decision Trees. The paper seeks to answer the following ques-

tion: ”How does the uncertainty estimation performance of the uncertainty wrapper

frameworks differ when softening approaches are used instead of a decision-tree-based

approach?” [54].

As a use case, that article [54] considered pedestrian detection by cameras of mov-

ing vehicles. The research also used the Carla simulator to define a vehicle travelling

at different times of the day in an urban traffic environment. The objective was to

locate pedestrians within a maximum distance of 25 meters from the vehicle under

different weather conditions. As an evaluation metric, the authors mainly considered

the Brier score. In conclusion, the authors could not highlight a single approach that

satisfied all the requirements listed by them. Thus, it is necessary to consider the

context of the use of the application to define the best approach to employ.

The work proposed in [55] brings an approach to explain the behaviour (action)

of an agent in a given situation (state). For this, the authors propose explaining an
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agent’s decisions through similar situations in the agent’s training trajectory. That

is, the authors aim to identify which past experiences led the RL agent to behave

in a certain way. However, the authors restrict this approach to offline RL, which

has disadvantages compared to online RL in terms of adaptation to dynamic environ-

ments, besides the cost of data collection. In the real world, the agent’s environment

can change over time, and the online RL technique allows the agent to adapt to

these changes as it interacts, receives feedback and learns from that environment.

The offline RL agent, however, has its adaptation capacity affected due to the lack

of interaction with the environment since, in this case, learning takes place from

previously collected data and without direct interaction with the environment. Fur-

thermore, training an offline RL agent can also be quite expensive because of this

need for data collection.

Considering the applicability of RL algorithms to several real-world problems, the

authors of [56] highlight the challenges in explaining the behaviour of RL agents,

who autonomously learn to operate in their environment. From this, the paper [56]

proposes using formal model transforms to generate explanations that justify the

actions of the RL agent. The proposed framework involves three entities with specific

roles. First, an actor, the RL agent itself, seeks to maximize its accumulated reward

in interactions with the environment. Then there is an observer, the one to whom

the explanations will be directed, so this observer expects the actor to behave in

a certain way and follow a specific policy. Finally, there is an explainer, an agent

responsible for finding explanations for the actor’s actions. The explainer then seeks a
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sequence of transformations to be applied to the environment so that the actor’s policy

in the transformed environment aligns with the policy anticipated by the observer.

However, those produced explanations need to be presented symbolically or intuitively

for human observers with non-specialized or with a minor specialization in developing

autonomous agents. Therefore, the explanation process in that work is more related

to the fact that an algorithm (observer) can understand the behaviour and actions

of another algorithm (actor) in an environment through the mediation of a third

algorithm (explainer).

Another widely used resource for explaining the actions of RL agents is the salience

maps applied to the characteristics of specific scenarios. For example, the work by [57]

proposes an approach called Specific and Relevant Feature Attribution (SARFA) to

generate saliency maps to explain the actions of RL agents, ensuring the highlighting

of only specific and relevant features to the action to be explained. However, the

authors point out that, even with the use of salience maps to explain the decisions

taken by the model in a specific scenario, their approach needs more information

to explain the general behaviour of the model. Thus, some limitations of SARFA

are related to the possibility of invalid states outside the allowed state space, as

the method inserts disturbances in the agent’s state to produce the salience maps.

Furthermore, the proposal must consider the dependency and correlation between the

analyzed features, which, if not done, can result in inaccurate saliency maps.

Considering the complexity of environments in the interaction of autonomous cars

and the need for safety and reliability in the vehicle, interpretability is an essential
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factor in the composition of transparency in the decisions taken by the system. Based

on this, one of the paper’s contributions [58] is training an intelligent driving agent

with an interpretable environment model. Thus, the authors propose the composi-

tion of a bird-view semantic mask to graphically explain how the agent interprets

and understands the environment in which it operates. However, even with the vi-

sual presentation of interpretable explanations about how the agent understands the

environment, the proposal also needs to provide an explanation of how decisions are

made, knowing that the machine learning algorithm of that work is model-free, which

implies the absence of a policy. Therefore, among the information provided as output,

there is no way to intuit the reasons that led the agent to take a specific action over

another.

2.4 Overview of related works

Table 2.1 outlines the main related works. In addition, the last column of Table 2.1

highlights the limitations found when comparing these related works to our research.

Table 2.1: Summary of related work (N.M=Not Mentioned)

Paper Main Method
Test

Environment
Adaptability to
env. changes

Limitations

[16]
Reinforcement
Learning

Open Racing
Car Simulator
(TORCS)

N.M

Interactions with
other agents not
examined, agent’s
performance in
new scenarios not
showcased
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Paper Main Method
Test

Environment
Adaptability to
env. changes

Limitations

[19]

Actor-
Critical
RL approach
combined
with Trajec-
tory Opti-
mization

DeepMind chee-
tah environment
and the task of
inserting a cylin-
der into the tube

No

Challenges in pro-
jecting images into
a latent embedding
space, loss of relevant
information

[25]

Reinforcement
Learning with
OU Process
for Random
Exploration

N.M N.M

Insufficient empirical
tests, do not com-
pare Gaussian and
OU noises

[26]
Deep Rein-
forcement
Learning

Game Environ-
ments

N.M
Evaluation only in-
game environments

[20]

Deep Re-
inforcement
Learning with
fast and slow
rewards

Game Environ-
ments

Randomized
object loca-
tions

Does not include
real-world tasks

[21]
Reinforcement
Learning with
imagined goal

MuJoCo [59]
and Real World
Visual Door
environments

No

Does not combine en-
tropy maximization
with other mecha-
nisms

[29]
Fuzzy logic-
based

EdgeCloudSim
Simulator

Dynamic envi-
ronment

Fuzzy Logic’s draw-
backs in rule estab-
lishment, need for
additional simula-
tions and tests, lack
of precise mathemat-
ical definitions

[37]
Supervised-
learning

EdgeCloudSim
Simulator

Dynamic envi-
ronment

Requirement to train
six different models
with different input
features for each
model

[39]
Round-Robin
Processing

Simulation of
Urban MObility
(SUMO)

Two types of
traffic: regular
traffic and ir-
regular traffic

Equal treatment of
tasks without consid-
ering their priority
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Paper Main Method
Test

Environment
Adaptability to
env. changes

Limitations

[40]
Round-Robin
Processing

N.M N.M

There are no de-
tailed specifications
on where the simula-
tions were performed

[44]

Bayesian net-
work and the
sampling al-
gorithms

Simulation envi-
ronment

N.M
No probability indi-
cation of the new
event occurrence

[45]
Deep convo-
lutional pol-
icy network

Carla Simulator
Dynamic ob-
stacles

Lack of detail about
data treatment and
extraction of uncer-
tainty from the sim-
ulator

[41] Decision trees N.M N.M

Restrictive input
data definition, lack
of analysis of input
data contribution to
output uncertainty

[54] Decision trees Carla Simulator

Other traffic
participants
(vehicles,
trucks, mo-
torcycles,
bicycles, and
pedestrians)
and weather
parameters
(sun position,
cloudiness,
precipitation,
fog/wind inten-
sity, and road
wetness)

No single approach
satisfying all pre-
sented requirements,
context-dependent to
choose an approach

[55]
Offline Re-
inforcement
Learning

Grid-world,
Seaquest from
Atari, HalfChee-
tah from Mu-
JoCo

N.M
Limited to offline
RL, cost of data
collection
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Paper Main Method
Test

Environment
Adaptability to
env. changes

Limitations

[56]

Reinforcement
Learning
Policy Expla-
nation

Frozen Lake,
Taxi, Apple-
Picking,
Sokoban, Blocks
World, Towers
of Hanoi, Snake,
Rearrange-
ment, Triangle
Tireworld,
and Exploding
Blocks.

N.M

Explanation process
more related to algo-
rithm understanding
another algorithm’s
actions

[57]
Deep rein-
forcement
learning

Board games
(Chess and
Go) and Atari
games (Break-
out, Pong and
Space Invaders)

No

Requirement of
more information for
explaining general
model behaviour,
issues with invalid
states and cor-
relation between
analyzed features

[58]

Latent Deep
Reinforce-
ment Learn-
ing

Carla Simulator
Different urban
scenarios

Absence of explana-
tions of how decisions
are made
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Chapter 3. Proposed Context-Aware Collaborative

Autonomous Real-Time Vehicle Systems

Framework

In Chapter 2, we provide a brief overview of the three main proposed components of

this dissertation: Context awareness for autonomous real-time vehicle systems, Col-

laborative task management for autonomous real-time vehicle systems, and Learning

and continuous monitoring for autonomous real-time vehicle systems. These three

components are combined to create the Context-Aware Collaborative Autonomous

Real-Time Vehicle Systems Framework (CARVS Framework)igure 5.9 presents the

simu, enabling autonomous systems to act and make real-time decisions based on

their context and task management. The following Fig. 3.1 shows in detail the com-

position and operation of CARVS Framework.

Figure 3.1: Context-Aware Collaborative Autonomous Real-Time Vehicle Systems
(CARVS) Framework

Analyzing the Fig. 3.1, the connected autonomous agent provides context to the

context awareness module in real-time. This module then uses OU noise to create
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uncertainty, which helps the agent explore more. The autonomous agent generates

tasks that the collaborative task management module handles. Also, the autonomous

agent connects to other agents and the infrastructure. Then, the processing server

gives the collaborative task management module the likelihood of success so it can

choose which server should process each task. The Autonomous Agent shares the

uncertainty it senses with the learning and continuous monitoring module, which

explains the autonomous agent’s actions and behaviours to the human agent. Finally,

the learning and continuous monitoring module also considers the uncertainty for the

autonomous agent’s decision-making (predicted value + confidence level) and shares

this information with the human agent.

This dissertation is based on three modules, as shown in Figure 3.1. The con-

text awareness module receives raw data from the autonomous vehicle’s sensors and

provides information about the vehicle’s context. The collaborative task manage-

ment module handles the order and processing location of tasks generated in the

autonomous vehicle. The learning and continuous monitoring module receives in-

formation about the agent’s interpretation of the environment, its following planned

actions, and the level of uncertainty associated with each action. Afterwards, it

presents this information visually on a dashboard that monitors how the autonomous

agent perceives and behaves in the environment.

In addition to the modules, the framework also includes several agents. The au-

tonomous agent is the primary agent of the structure, the autonomous vehicle that

encompasses the developed modules and performs movement actions in the environ-
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ment. Other agents represent different vehicles that can serve as an edge structure

for the primary autonomous agent. Also, the human agent monitors the intentions

and behaviour of the primary autonomous agent through the dashboard.

Real-time systems must operate under strict time constraints, which can be chal-

lenging in rapidly changing environments. The ability to adapt while still meeting

time constraints is crucial for safety and success. Autonomous real-time vehicle sys-

tems require a strict commitment to time constraints for safety, efficiency, and func-

tionality. They represent the intersection of advanced robotics, artificial intelligence,

real-time systems, and automotive engineering. By integrating contextual percep-

tion and collaboration between vehicles, infrastructure, and other systems, we can

achieve context-aware collaborative autonomous real-time vehicle systems to improve

mobility, safety, and transport efficiency.

The CARVS Framework comprises multiple components and modules, making

it susceptible to challenges during implementation and operation in the real world.

The framework aims to make real-time decisions based on context, which requires

quick processing, low-latency communication, and fast data analysis. Any delay or

inefficiency can lead to outdated decisions. Implementing continuous learning can

be resource-intensive, requiring constant updating of knowledge and adaptation to

new data, thereby straining computing resources and bandwidth. Additionally, as

the number of vehicles or users of the system increases, it is vital to ensure that

the framework can scale effectively without any performance degradation. Further-

more, given the critical nature of autonomous vehicle systems, rigorous testing and
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validation processes are necessary to ensure safety and reliability. Therefore, the

framework needs regular and continuous updates to adapt to evolving technologies

and new challenges without interrupting ongoing operations.

The first step in implementing our framework in a real environment is to select

an autonomous agent, such as a prototype car, wheelchair, or domestic robot. Once

this is decided, we must ensure the hardware requirements are met. This includes

having adequate processing power for support reinforcement learning and real-time

processing, sensors and actuators for environmental perception, and over-the-air com-

munication infrastructure.

After the hardware requirements are met, we must also ensure that the software

requirements are met. These requirements guarantee task deadlines, autonomous

decision-making, and adaptation to new contexts. It is essential to consider the

limitations that can affect the framework’s success in the real world, such as network

latency, security, and data privacy.

3.1 Context Awareness Module

We assume that the most effective approach for an RL agent during training is to

explore its possibilities by moving randomly. This allows the agent to gain a better

understanding of its context and make more informed decisions. The more an agent

moves, the better it becomes at exploring its surroundings and becoming context-

aware.
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To assess the effectiveness of using noises in the random exploration of environ-

ments, we conducted a comparison between results from a random walk Fig. 3.2

simulation without noise, with Gaussian noise, and with OU noise.

Figure 3.2: Random walk simulation using python

As in Figure 3.2, we start with a one-dimensional random walk. Our agent starts

at x = 0. Then, by the time, it is like our agent flips a coin, then heads left ∆x = −1

or right ∆x = +1 with some probability based on the noise used. If at time step 1

the result of the coin flip is to head right, then its position at that time step becomes

x1 = x0 +∆x = 1. In this way, the agent position at time step k + 1 is given by:

xk+1 = xk +∆x
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From Figures 3.3 and 3.4, we can infer that the use of OU noise is more suitable

to encourage greater exploration of the environment through random steps. In Figure

3.3, for example, the agent with OU noise is the one that most distanced itself from the

origin over time. We confirm in Figure 3.4 that the agent with OU noise has a larger

interquartile range, indicating greater variability in its position. So the agent with

OU noise explored more since it was at more diverse positions during the realization

of the random walk. That behaviour is a strong indication of the OU systems model

cognitive functions, which include decision-making.

Figure 3.3: Random walk result. Variability of the position x of the agent over time.

Based on experimental testing, the proposed context awareness module shows

that OU noise is the most effective method to encourage the random exploration of

autonomous agents in their training environments. This approach directly affects

the reinforcement learning algorithms, which interact with the environment as they

perform actions.
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Figure 3.4: Distribution of the agents’ displacement data during the random walk.

3.2 Collaborative Task Management Module

In the autonomous real-time vehicle systems scenario, the collaborative task manage-

ment module plays a crucial role in coordinating safe and accurate decision-making.

During the event identification phase, the vehicles generate tasks that need to be pro-

cessed. The task management module handles and coordinates these tasks, ensuring

that the workload is optimized and adequately distributed across the vehicles and

infrastructure in the network. This ensures that the vehicles can operate seamlessly

and effectively, minimizing the risk of accidents and errors.

One of the biggest challenges for driverless vehicles is ensuring safe operation, con-

sidering the time constraints and having to deal with a large amount of daily data.

Considering some of the system restrictions, like mobility, bandwidth, and latency,
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one of the solutions was the use of cloud infrastructure, as it allows on-demand services

and resource scalability [60]. Another alternative is the fog computing paradigm pro-

posed by Cisco Systems researchers [61]. The fog computing proposal emerged amid

the mobility, locality, and low latency requirements that extended cloud computing

services closer to the network’s border on a distributed scale [62].

Vehicle networks have to deal with highly dynamic environments where vehicle

dwell time under the covers of a fixed-edge server component, such as a Roadside

Unit (RSU), is short. So there is a high demand for data processing and resource

sharing with low latency and increased mobility, which gave rise to the Multi-access

Edge Computing (MEC) concept. Therefore, the main objective of MEC is to deploy

computing resources closer to end users, with processing and storage performed closer

to the origin place, further reducing the latency of requests [63].

Edge computing resources, such as RSUs, are strategically located at specific

points along the road. Due to the high mobility of vehicle traffic, we consider a

handover approach similar to the one proposed in [64], where the connection and

resource are shared among RSUs to meet vehicle requests that move from one RSU

coverage to another during the processing time of a task.

The collaborative task management module may face several limitations, mainly

when vehicles operate in low-density areas or with limited infrastructure. Some con-

cerns are related to network connectivity, latency, coverage area and resource avail-

ability. Therefore, to mitigate these limitations, we have fallback strategies such as

the autonomous decisions of the module’s algorithm, which allows the effective opera-
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tion of the vehicle even when isolated. Additionally, Ad Hoc communication between

vehicles enables direct resource sharing without infrastructure.

3.3 Learning and Continuous Monitoring Module

In the learning and continuous monitoring module, the vehicle learns to choose ac-

tions based on the slightest predicted uncertainty. As autonomous vehicles navigate

different environments and situations, they encounter varied scenarios, some of which

may not have been anticipated during the initial training phase. The continuous

learning module ensures that the vehicle can learn from these new scenarios. An-

other important aspect of this module is monitoring the quality of decisions made by

the autonomous system, identifying anomalies or failures in the system and taking

corrective measures or, if necessary, moving the vehicle to a safe operating mode.

Context awareness is crucial for autonomous agents, like autonomous vehicles,

which operate in dynamic and uncertain environments. Therefore, it is essential to

quantify and consider this uncertainty during the agent’s training phase. However,

it is not sufficient to simply estimate uncertainty during one phase. Instead, it is

essential to continuously monitor and comprehend how the agent handles quantified

uncertainty during its decision-making in its environment.

Regarding uncertainty, there are two types: aleatoric and epistemic [65]. The first

is related to the input data imperfections, while the last is associated with the lack of

data or knowledge and errors in the prediction (model uncertainty). Aleatoric uncer-
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tainty may be more relevant when we have tasks with large volumes of data because,

in that case, the epistemic uncertainty would be practically invalid due to the amount

of information available. On the other hand, in smaller datasets, the quality of these

data must be very high, which almost cancels out the aleatoric uncertainty. There-

fore, safety-critical application data must be highly qualified for timely information

processing. For this reason, we only consider epistemic uncertainty, as this impacts

the analysis of the information we want.
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Chapter 4. Context awareness for autonomous real-

time vehicle systems

To generate an environmental disturbance, we verified that published works [3],

[8], [9] use Ornstein-Uhlenbeck Process to develop temporally correlated noise for

efficient exploration. It means that the Ornstein-Uhlenbeck Process produces a noise

associated with the previous one to prevent the noise from cancelling or freezing the

general training dynamics. Inspired by the studies mentioned above, we use the OU

process to achieve temporally correlated noise in our approach defined below.

A POMDP is a MDP generalization, and, in this case, we do not precisely know

the current system state. The decision-maker remembers the previous decisions and

the observations noticed over time, which helps it to make the next decision. Usually,

we do not have a “current system state”, but a probability distribution regarding the

states for each action choice [17]. The POMDP has immense applicability and is

used to model machine maintenance, computer vision, and even behaviour modelling.

Considering that we are working with POMDP and our evaluated algorithms are

actor-critical based (Soft Actor Critic (SAC), Proximal Policy Optimization (PPO)

and A3C), we have to use stochastic policy for sampling through a probability distri-

bution. So, we define our action sampling like Equation 4.1:

Sample action a′ ∼ πθ(a
′|s′) (4.1)

Based on a new observation s’, we have to choose an action a’ stochastically
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from the distribution π. This distribution can indicate the agent’s certainty about

its choice. However, this certainty sometimes increases based on local policy and

not global, which prevents the agent from better exploring its environment. So, if

we generate a disturbance in the distribution π, we will make our agent explore the

environment more and, consequently, have higher scores during the evaluation phase.

Based on this, we combine the distribution with the OU process to decrease the

agent’s certainty.

(πθ(a
′|s′)) ∗ dXt (4.2)

By multiplying the time-correlated noise, as in Equation 2.3, by the distribution

π, as in Equation 4.1, we came up to Equation 4.2. We create a kind of exploration

gradient where the agent becomes less confident and explores the environment the

more negative the noise is. Besides, depending on the agent’s current position and

the observations it receives, the noise may cause more or less disturbance.

We use the three most recent State-Of-The-Art (SOTA) RL algorithms (SAC,

PPO and A3C) to compose our experiment. We use the Reinforcement Learning Zoo

(RLzoo) [66] library as the basis for our implementations and adjust as described in

the SOTA papers [67]–[69]. Besides, we also use the Gym [70] library as a training

and evaluation environment for our study. Thus, we chose different settings with

diverse tasks and complexity levels, with three environments with continuous action

space and discrete action space.
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For continuous action space, all algorithms were tested and evaluated. Still, for

discrete action ones, only A3C and PPO were used, considering that the SAC ver-

sion presented in the paper [69] worked only for continuous action space. The first

environment used was classic control with the Pendulum task, which has simple con-

tinuous action. The goal is to swing it so that it is upright from a random starting

position. The second task, more advanced than the first one, was LunarLander from

the Box2D environment, whose objective is to land the landing module using four

discrete actions available: do nothing, fire left orientation engine, fire main engine,

fire right orientation engine. The third is Humanoid from the MuJoCo environment,

which has more complex continuous control tasks and whose goal is to control robots

as fast as possible.

The tasks were run without noise and with the noise of varying parameters per

1000 training episodes and ten evaluation episodes for each experiment. We used

a laptop computer with the following specification: AMD Ryzen 7 3800X 3.9 GHz

8-core processor, 32GB DDR4 3600, SSD NVMe 500GB, NVIDIA® GeForce RTX™

2060 8GB, an Ubuntu-based Linux 20.04 operating system.

We train all algorithms according to the parameters specified in their respective

published papers. The first training task was Pendulum-v0, which is a classic problem

in the control literature. There is no single, specific solution in this Pendulum task,

which means it does not have a specified reward threshold at which it’s considered

solved. In Figures 4.1a, 4.1b, and 4.1c, we have the training performance of the

studied algorithms with noise and without noise. It is possible to verify that the

45



difference between training with and without noise was not very significant in Figures

4.1a and 4.1b. For Figure 4.1c, the performance of training with noise seemed inferior

to training without the use of noise. We believe this happens due to task simplicity,

as there is not much to be explored due to the environment’s simplicity. Then, the

agent is able to explore the entire environment in a few steps without needing the

incentive to explore more for this specific task.

The second task, more complex than the first one, was Lunar Lander, which has

discrete action space and was executed with PPO and A3C versions, as shown in

Figures 4.2b and 4.2a respectively. This task rewards the agent for moving from the

top of the screen to the target landing point. The problem is solved through four

discrete actions available, and the goal is to get 200 points. Comparing training with

and without noise, we do not have a striking difference in those methods’ performance.

In 1000 episodes, only the PPO managed to get very close to solving the problem.

The third task is more complex, with continuous control, and is part of the Mu-

JoCo simulation environment. It is essential to make a three-dimensional bipedal

robot walk as fast as possible without falling into that Humanoid task. In training

carried out with Humanoid (Figures 4.3a, 4.3c and 4.3b), we were able to notice an

expressive performance improvement that the method with noise had compared to

the technique without noise in the three tested algorithms. The difference between

that task and the previous ones is that it is very relevant, in the Humanoid case, if

the environment is explored or not because there are countless alternatives to be done
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(a) SAC training performance without noise and with noise. OU
noise parameters → α = 0.5; σ = 0.5

(b) A3C training performance without noise and with noise. OU
noise parameters → α = 0.3; σ = 0.9

(c) PPO training performance without noise and with noise. OU
noise parameters → α = 0.3; σ = 0.9

Figure 4.1: Pendulum-v0 task - training
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(a) A3C training performance without noise and with noise. OU
noise parameters → α = 0.3; σ = 0.1

(b) PPO training performance without noise and with noise. OU
noise parameters → α = 0.3; σ = 0.1

Figure 4.2: LunarLander-v2 task - training
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(a) SAC training performance without noise and with noise. OU
noise parameters → α = 0.3; σ = 0.5

(b) A3C training performance without noise and with noise. OU
noise parameters → α = 0.3; σ = 0.5

(c) PPO training performance without noise and with noise. OU
noise parameters → α = 0.3; σ = 0.5

Figure 4.3: Humanoid-v2 task - training
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with the robot, where to take it, and there is also no single defined solution.

Figure 4.4 below shows the results of the evaluations performed with each trained

method. In this case, the difference between training with noise and without becomes

more evident. We can see how much the noise contributed to improving the algo-

rithms’ performance for the evaluation phase. As the Pendulum environment was the

simplest, there was practically no difference in evaluating the SAC algorithm (4.4a).

For the PPO algorithm (4.4b), the noise caused in the Pendulum environment was

harmful. And for the A3C method (4.4c) had a slightly better evaluation result for

the agent trained with noise.

As tasks and the environment become more complex, we realize the positive differ-

ence generated in the evaluation of methods trained with noise. We have a significant

performance gain with the PPO (4.5a) and A3C (4.5b) algorithms, trained with noise,

during the assessments of the LunarLander environment. This gain is even greater in

the evaluation of Humanoid (Figures 4.6a, 4.6b and 4.6c) task. We can affirm, based

on these results, that the approach proposed by us and performed with the SAC,

PPO and A3C methods generates an improvement in the agent’s performance in the

more complex the task and the environment.
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(a) Evaluation tests for SAC algorithm training with and without noise

(b) Evaluation tests for PPO algorithm training with and without noise

(c) Evaluation tests for A3C algorithm training with and without noise

Figure 4.4: Pendulum-v0 task - evaluation
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(a) Evaluation tests for PPO algorithm training with and without noise

(b) Evaluation tests for A3C algorithm training with and without noise

Figure 4.5: LunarLander-v2 task - evaluation
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(a) Evaluation tests for SAC algorithm training with and without noise

(b) Evaluation tests for PPO algorithm training with and without noise

(c) Evaluation tests for A3C algorithm training with and without noise

Figure 4.6: Humanoid-v2 task - evaluation
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Chapter 5. Collaborative task management for au-

tonomous real-time vehicle systems

We researched how to efficiently handle vehicle data and tasks, considering the

multiple devices involved, the constant vehicle movement, and the need for real-time

processing. Therefore, we examined two methods, centralized and distributed, for

mapping and processing these tasks.

5.1 Centralized Approach

We used the EdgeCloudSim simulator [71] to analyze our centralized approach that

uses machine learning-based load orchestration. We have chosen that simulator be-

cause it simulates computational and network resources inherent to edge computing

and supports cloud computing as well. Therefore, the most vital point of Edge-

CloudSim is the simulation of mobile devices, making it possible to simulate Wire-

less Local-Area Network (WLAN) and Wide-Area Network (WAN) networks. Those

main simulator features are essential for us, considering that we are working in the

autonomous vehicle domain, which has high dynamicity.

Figure 5.1 presents the workflow of our edge orchestrator. We start with con-

nected autonomous vehicles sending the tasks to the orchestrator. Then the shortest

service time to process the task is responsible for defining the node where the task will

be processed. After being processed, the task result is sent back to the orchestrator,

which sends it back to the autonomous requesting vehicle. Besides workflow, Algo-

rithm 1 brings the pseudocode to detail the edge orchestrator implementation. In this
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way, the Algorithm 1 starts with a task as input and initializes available options from

remote servers. Then, for each of these options, it estimates the task processing time

using a machine learning algorithm. Finally, as the server with the shortest service

time is chosen, the algorithm checks which Virtual Machine (VM) is closest to the

user and returns the selected server as output so that the task can be offloaded to it.

Send tasks to be
processed

Autonomous
vehicle

Send processed
task

Analyze shortest
service timeOrchestrator

Return processed
tasks

Processing
service

Send to cloud
via RSU

Send to cloud
via CBS

Send to
edge

Dispatcher

Return processed
tasks

Processing
service

Edge node

Cloud node
Start point

Figure 5.1: Edge orchestrator workflow ( RSU = Roadside Units/ CBS = Cellular
Base Station)

Since vehicles have several sensors and send different data to a remote server,

we need to select which of these data are essential for what is being processed at

the moment. Thus, if the vehicle sends a task related to navigation to be processed

over-the-air, it does not matter at that moment the data received and related to the

infotainment system, for example. Thus, according to our model presented in Figure

5.2, one of the first steps at the beginning of our approach is selecting the most

relevant input features using sensitivity analysis.

Initially, we had 12 different inputs to estimate the service time for the chosen

server. Thus, as shown in Figure 5.3, we had the following features: Decision, Vehi-

cleLocation, SelectedHostID, TaskLength, WANUploadDelay, WANDownloadDelay,
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Algorithm 1: How our orchestrator handles task offloading
RSU = Roadside Units
CBS = Cellular Base Station
Output: selectedVM
Input: task

1 var device : integer;
2 var selectedVM : VM ;
3 var predictedServiceT ime : double;

4 Initialize servers options list ← [
EDGE DATACENTER,
CLOUD DATACENTER VIA RSU,
CLOUD DATACENTER VIA CBS];

5 for each server option in list do
6 predictedServiceT ime←ML model(selected input features);
7 end

8 if Edge = shortest predictedServiceT ime then
9 return device← EDGE DATACENTER;

10 else
11 if Cloud via RSU = shortest predictedServiceT ime then
12 return device← CLOUD DATACENTER V IA RSU ;
13 else
14 return device← CLOUD DATACENTER V IA CBS;
15 end

16 end

17 if device = CLOUD DATACENTER V IA RSU or
device = CLOUD DATACENTER V IA CBS then

18 var CloudHosts ← get the number of cloud hosts available;
19 var hostIndex ← get an index based on CloudHosts and user location;
20 var vmIndex ← get an index based on hostIndex;
21 return selectedVM with hostIndex and vmIndex;

22 else
23 var EdgeHosts ← get the number of edge hosts available;
24 var hostIndex ← get an index based on EdgeHosts and user location;
25 var vmIndex ← get an index based on hostIndex;
26 return selectedVM with hostIndex and vmIndex;

27 end
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GSMUploadDelay, GSMDownloadDelay, WLANUploadDelay, WLANDownloadDe-

lay, AvgEdgeUtilization and NumOffloadedTask.

Features

Vehicles

Selected
features

Sensitivity
analysis

Result of estimated service time
{Value mean, variance}

One-stage
ML model

Task to be processed on
the closest server

Dispatcher
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Figure 5.2: Our one-stage proposed architecture

Furthermore, we performed a sensitivity analysis to determine the importance of

each of these 12 features. Thus, the most priority feature to estimate the service

time of a server is WLANUploadDelay, followed by Decision, TaskLength, NumOf-

floadedTask, then SelectedHostID and, finally, GSMUploadDelay. The other features

that were not chosen did not present relevance to impact the machine learning model

decision, as we can notice in Figure 5.3.

We used the sensitivity analysis explained in Section 2.3.2 and extracted our

experiment’s main input features. Table 5.1 brings the specification of these features

57



with a description for each one.

Figure 5.3: (S1 = first-order Sobol index, ST = total Sobol index) - Variance-based
sensitivity analysis to define ‘Selected features’.

Table 5.1: Details of features selected as input

Selected feature Feature Description
Decision If is to edge (1), cloud via RSU (2) or cloud via

CBS (3)
SelectedHostID Selected server hosting id
TaskLength Offloaded task size
GSMUploadDelay Upload delay via Cellular Base Station (CBS)
WLANUploadDelay Upload delay using wireless local-area network

(WLAN)
NumOffloadedTask Total number of tasks transferred to the se-

lected server in a recent past

Working with sensitivity analysis and feature selection has been demonstrated to

be essential for the system’s success. Our goal is to allow our system to work only
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with the inputs essential for its decision. In the literature, many authors work with

the prior selection of inputs in their systems. For example, the paper [72] points out

that including excessive input variables that are not relevant to the target variable

can not only complicate the estimation and selection of the model but also impair its

performance. Similarly, the work [73] says that incorporating an excessive number of

variables in a model can produce significant outcomes but may not hold true in the

current population context.

To carry out our experiment, we used as a basis the work developed in [37].

The authors of [37] also propose a centralized, multi-tier architecture for vehicular

networks, with workload orchestration based on machine learning. However, the

two-stage structure based on ML presented (the red highlight in Figure 5.4) may be

simplified and improved to achieve better results. The suggested two-stage architec-

ture, shown in Figure 5.4, is divided to respond to three tiers: i) edge; ii) cloud via

RSU; iii) cloud via Cellular Network (CBS); and each of these layers needs two ML

models. The first model is to classify whether the unloaded task will succeed or fail,

and the other model calculates the service time of the tier predicted to be successful

in the offloading process. In total, the two-stage architecture needs to train six dif-

ferent machine learning models to make its predictions. In addition, each of the six

models uses various input features, and the reasons for such a choice in the two-stage

proposal are unclear [37].

As exemplified in Figure 5.2, we have our one-stage proposed architecture. First,

we transmit the vehicle output to the orchestrator, where we initially perform the
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Figure 5.4: Two-stage architecture proposed in [37]

sensitivity analysis. Then the selected features go to our one-stage ML model respon-

sible for estimating the service time in interval ranges for each tier: edge, cloud via

RSU or cloud via CBS. We have an output with the interval mean and its variance

based on the predicted ranges for each tier. Based on the variance, we can estimate

the degree of uncertainty of the model regarding its prediction. Thus, the greater

the variance, the more uncertain the model prediction. From this, the choice for the

offloading process is made considering the lowest value of the mean and the lowest

variance value. Therefore, in addition to being concise and consistent, our proposal

considers the forecast’s uncertainty, which is not made in absolute numbers, but in

intervals that estimate the minimum and maximum of the service time may take.

Consequently, we always consider the service time estimation with the most minor

predicted interval for offloading.

In our experiment, the EdgeCloudSim simulator was configured to generate data

during a vehicular mobility simulation, in which 100 to 1800 vehicles were randomly

distributed at the beginning of the simulation with dynamic speeds, varying in each

segment along the road to represent different traffic densities. The simulated road

was modelled in a circular path so that the number of automobiles in the simulation
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remained constant. For all experiments, we used a notebook with the following spec-

ification: AMD Ryzen 7 3800X 3.9 GHZ 8-core processor, 32GB DDR4 3600, SSD

NVMe 500GB, NVIDIA® GeForce RTX™ 2060 8GB and Ubuntu-based Linux 20.04

operating system.

The data obtained from the simulation are related to three applications: a nav-

igation app, a danger assessment app, and an infotainment app. Furthermore, the

produced data are as follows: Decision (edge, cloud via RSU or cloud via CBS),

Result (success or failure), ServiceTime, ProcessingTime, VehicleLocation, Selected-

HostID, TaskLength, TaskInput, TaskOutput, WANUploadDelay, WANDownload-

Delay, GSMUploadDelay, GSMDownloadDelay, WLANUploadDelay, WLANDown-

loadDelay, AvgEdgeUtilization and NumOffloadedTask. Therefore, considering these

data, we used only Result-related entries with success values, which gave us 11,533,902

entries. Furthermore, Table 5.2 presents a summary of the main characteristics de-

fined for each of the applications used.

Table 5.2: Defined characteristics for each of the applications used

Navigation
app

Risk Evaluation
app

Infotainment
app

Usage percentage ratio 30% 35% 35%
Task interarrival time (sec) 3 5 15
Max delay requirement (sec) 0.5 1 1.5
Delay sensitivity 0.5 0.8 0.25
Upload/Download data (KB) 20/20 40/20 20/80
Task length (GIPS) 3000 10000 20000
RSU/Cloud VM utilization 6%/1.2% 20%/4% 40%/8%

The first part of our proposal is related to the selected features to use as input

entries for our ML model stated in Figure 5.2. For this, we use variance-based sen-
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sitivity analysis, with the first- and total-order Sobol indices [46], to determine the

inputs that most influence the ML model’s final decision. From that, we select the

most relevant input features. As Figure 5.3 shows, the main features chosen for our

experiment are Decision, SelectedHostID, TaskLength, GSMUploadDelay, WLANU-

ploadDelay, and NumOffloadedTask.

In a comparative study, we trained six models precisely as specified in paper

[37] for the two-stage architecture. First, we prepared three MultiLayer Perceptron

(MLP) models for each tier (edge, cloud via RSU or cloud via CBS) to classify suc-

cess and failure cases. The features used by the authors in [37] for each model were

divided as follows: the edge classifier used NumOffloadedTask, WLANUploadDelay,

WLANDownloadDelay, TaskLength and AvgEdgeUtilization as input; the cloud clas-

sifier via RSU used NumOffloadedTask, WANUploadDelay, and WANDownloadDelay

as input; the cloud classifier via CBS used as input NumOffloadedTask, GSMUpload-

Delay, and GSMDownloadDelay. Then, to predict the service time for task offload-

ing, three linear regression models also used different entries: the edge regressor

used TaskLength and AvgEdgeUtilization as input; the cloud regressor via RSU used

TaskLength, WANUploadDelay and WANDownloadDelay as input; the cloud regres-

sor via CBS used TaskLength, GSMUploadDelay and GSMDownloadDelay as input.

The regression models only estimated the service time of the classifier whose pre-

diction was equal to success, allowing the orchestrator to choose the shortest service

time among the estimated ones.

In the one-stage architecture, we studied machine learning algorithms suitable
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for solving our regression problem. Therefore, as shown in Table 5.3, we analyzed

the following algorithms: linear regression, MLP, M5Rules, Support Vector Machine

(SVM) and random forest. Having the cross-validation results of Table 5.3 as a basis,

we chose the Random Forest algorithm that presented the best performance and,

consequently, is the one that best fitted the problem after our investigations.

Table 5.3: Performance evaluation with 10-fold cross-validation

Linear Re-
gression

MLP M5Rules SVM Random
Forest

Total Number of In-
stances

1048575 1048575 1048575 1048575 1048575

Correlation coeffi-
cient

0.7678 0.9986 0.9985 0.7281 0.9991

Mean absolute error 0.1874 0.0133 0.0139 0.1138 0.0099
Root mean squared
error

0.2541 0.0209 0.0218 0.2791 0.0168

Relative absolute er-
ror

77.2125% 5.4683% 5.7302% 57.2074% 4.0636%

Root relative squared
error

64.0659% 5.2775% 5.4848% 80.1651% 4.2359%

Thus, we isolated all dataset entries whose “Result” column was equal to success

and relabeled the “Decision” column as edge = 1, cloud via RSU = 2 and cloud

via CBS = 3. In this way, we trained our model to predict the service time on

each tier using the following input features: Decision, SelectedHostID, TaskLength,

GSMUploadDelay, WLANUploadDelay and NumOffloadedTask in only one-stage ar-

chitecture. Consequently, we use the same input features and the same model to

estimate the service time on edge, cloud via RSU or cloud via CBS.

We present in Figure 5.5 the result of the performance evaluation for the two ap-

proaches to predict the task offloading service time. We use the R2 score, MSE and
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Mean Absolute Percentage Error (MAPE) as the proposal’s quality evaluation met-

rics. As shown in Figure 5.5, the result of our approach, the one-stage architecture,

significantly outperforms the results of the two-stage architecture. The one-stage

architecture’s R2 is incredibly better than the two-stage architecture’s R2. Further-

more, the two-stage architecture’s MAPE has a significantly poor result, and its MSE

is also worse than the one-stage architecture’s MSE in all three tiers. The results in

Figure 5.5 demonstrate that in addition to our proposal being concise, the results of

the one-stage architecture are still much more promising.

Figure 5.5: Comparison of our proposal with the proposal presented in [37]

After these preliminary results, we used the EdgeCloudSim simulator to perform

task-offload simulations on a remote server managed by the ML-based orchestrator.

Therefore, we compared the performance of our one-stage orchestrator, a two-stage
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orchestrator by [37], and a random orchestrator. The experiments performed on

the EdgeCloudSim simulator were based on modelling computational and network

resources and the representation of mobile vehicles. We use the random orchestrator

to select the offload server randomly, so the probability of selecting a specific target

server is equal to the possibility of choosing any of the other available servers. A

random technique is used to represent the worst-case scenario.

In the simulated vehicular network, vehicles had some tasks that did not need

to be processed locally, so sending them to remote servers on the edge or cloud is

possible. Cloud servers can be accessed in two different ways, through RSU or CBS.

Therefore, the orchestrator is responsible for choosing the remote server based on the

computational load of the task and the execution time estimated through machine

learning. The base configuration of the simulator used in our experiment was the

same as described in the paper [37]. Thus, the vehicle applications used to generate

the offloaded tasks had different characteristics regarding the arrival time, duration,

and size of the upload and download data.

The results of the experiments performed with the EdgeCloudSim simulator are

presented below. In these results, we can visually compare the performance of the

approaches following different criteria. For example, Figure 5.6 demonstrates the

average failure rate of tasks according to the number of vehicles in the simulation.

In this way, our one-stage proposal outperforms the other two approaches. Initially,

the two ML-based model starts with the same margin of task failures. Then, as the

number of vehicles in the given scenario grows and surpasses the threshold of 1,200, the
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one-stage model exhibits a significant improvement in reducing the average number of

tasks that fail to meet the specified requirements. This improvement consolidates the

one-stage model’s position as the most efficient and effective model for the provided

scenario.

Figure 5.6: Number of tasks that failed during simulation in EdgeCloudSim

Figure 5.7 shows the overhead suffered by the orchestration algorithms as the

number of vehicles in the simulation increases. The random model has little overhead

because it pushes random choices, making decisions fast, and not generating overhead,

but there is no service quality guarantee. The other two models, based on ML, need

time to make their decisions, which results in overhead. However, our one-stage

proposal presents the best results, considering that it also has the lowest average of

failed tasks.
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Figure 5.8 illustrates the average network delay at the time of operation of each

approach. The random model has many inconsistencies, mainly between 1200 and

1800 vehicles, where the delay increases abruptly and then drops drastically. The

unpredictable nature of the random strategy can explain this behaviour of the random

model. The delay can vary widely depending on how resources are randomly allocated,

especially if the number of resources is limited or the demand is highly variable.

However, the two ML-based models, one-stage and two-stage, have the same average

network delay during their performance, demonstrating that both have similar quality

in this criterion. The inconsistency of the random model reinforces the importance

of more sophisticated methods, such as ML-based algorithms, which aim to optimize

network delay more predictably and reliably.

Figure 5.7: Orchestration algorithm overhead during simulation in EdgeCloudSim
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Figure 5.8: Network delay of approaches during simulation in EdgeCloudSim

Figure 5.9 presents the simulation time in minutes for each orchestrator. Based on

this, the random algorithm has the shortest simulation time because of the arbitrary

decisions made with no elaborated rules. The other two algorithms spend more sim-

ulation time. However, the one-stage model still has a significantly better simulation

time than the two-stage model.

Overall, the results indicate that our approach best fits what is proposed, having

outperformed the experiments. In addition, we can save computational resources

when conducting sensitivity analysis, as there is no need to process all the data

received. Furthermore, by using the one-stage ML model that outputs the average of

the prediction interval and the variance of this interval, we can measure how confident

our model is in its prediction. Finally, the Equation formula 5.1 defines the Quality
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Figure 5.9: Algorithm simulation time duration in EdgeCloudSim

of Experience Quality of Experience (QoE) that evaluates the service time provided

by the orchestrator and the number of lost tasks.

QoEi =



0, if Ti ≥ 2Ri

(1− Ti−Ri

Ri
).(1− Si), if Ri < Ti < 2Ri

1, if Ti ≤ Ri

(5.1)

Where Ti, as defined in [37], is the current service time, Ri is the delay requirement,

and Si is the delay sensitiveness of a task τi. The delay requirements define the

maximum available service time for the corresponding task. The average QoE value

decreases as task τi is completed after Ri. Delay sensitivity guides delay tolerance.
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This value ranges from 0 to 1 and higher for applications with delay intolerance.

Figure 5.10 shows the average QoE associated with the number of automobiles. We

determine the delay requirements (by task sizes) and task delay sensitivities as in

Table 5.2.

As shown in Figure 5.10, the average QoE of models that use machine learning

presents the best results, as its objective is to minimize the service time for task

processing. On the other hand, the random approach does not seek to reduce the

service time and has the worst result.
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Figure 5.10: Average QoE for the number of vehicles
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5.2 Distributed Approach

Real-time intelligent systems are required to process and interpret numerous data

simultaneously, demanding high-performance computing and rigorous real-time re-

sponses to requested tasks. In the case of autonomous vehicles, we deal with lim-

iting factors such as battery life and constricted computing power that restricts the

processing load supported onboard. In this scenario, we must take advantage of ex-

ternal devices that can support the processing performed by the intelligent system

in real-time. Furthermore, with over-the-air communication, vehicles can share their

information with each other, in addition to using each other’s processing capacity to

perform possible tasks. The execution of tasks outside the origin node can also be

done using fog or cloud resources.

We implemented a machine learning-based task mapper to select the best server for

a specific task. Thus, we tested some algorithms (Linear Regression, MLP, k-Nearest

Neighbors (KNN) Regressor, SVM and Random Forest), as presented in Table 5.4,

and we chose the Random Forest Regressor for presenting the best performance.

Furthermore, the Random Forest Regressor algorithm also proved to be the best

option in other work [74] for similar situations. To train and evaluate each of the

algorithms in Table 5.4, we collected 204316 data from a simulation with 1000 steps

performed in the Simpy-AD simulator [75]. The data used for this training include

those presented in Table 5.5 plus a column called ‘status’ with information about the

probability of success for processing the task. This probability of success is the target
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Table 5.4: ML algorithms performance evaluation

Linear Re-
gression

MLP KNN Re-
gressor

SVM Random
Forest

R2 score 0.592 -819835332536004.5 0.595 0.185 0.761
Mean
absolute
error

0.242 9245813.765243515 0.175 0.203 0.120

Mean
squared
error

0.101 204958291958594.8 0.101 0.203 0.059

Median
absolute
error

0.170 2420636.0602586647 0.0 0.0 0.004

column of each evaluated algorithm and varies from 0 (no chance of success) to 1

(100% chance of success). Consequently, the task mapper chooses the server most

likely to process the requested task successfully based on the features listed in Table

5.5 and the closest available servers list.

Table 5.5: Features used as inputs by task mapper

criticality The importance degree of the task can vary
between high, medium or low.

deadline Deadline for task completing.
task size The task’s memory footprint.
task flop Computation capacity needed by the task.
pu actual memory Currently available server memory.
pu memory Total server memory.
pu task execution time Task execution time on the server.
pu task energy comsuption Task energy consumption on the server.
pu queue size Number of tasks in the server queue.
pu availability Amount of server processing available.

In order to validate our approach, we use the Simpy-AD simulator [75], which

is a tool for offloading tasks in an autonomous driving context. Furthermore, this

simulator allows the use and implementation of edge, fog and cloud communication

methods. Thus, it is possible to establish the sharing and collaboration of knowledge
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and resources between edge, fog and cloud nodes. The Simpy-AD simulator is a

tool developed on top of the SimPy [76] framework. It is a process-based discrete-

event simulation representing real-world systems and processes, including urban car

platoons and their task processing systems.

In our work, we developed the task mapper based on machine learning as pre-

sented in Algorithm 2. In addition, we implemented a task scheduler that considers

each task’s deadline and criticality and creates a single circular queue in which tasks

that need more time to be processed can go back to the scheduler and be processed

again, taking into account their deadline. The pseudocode of our task scheduler is

represented in Algorithm 3. Finally, the tasks used in the simulation and their flop,

size and criticality are detailed in Table 5.6.

Algorithm 2: ML-based task mapper policy

1 Class MLTaskMappingPolicy()
2 Function init (env: simpy.Environment):
3 super(). init (env)
4 ML model← loaded ML model()

5 Function assignToPu(task, AvailableServers):
6 inputs = [ ]
7 for each server in AvailableServers do
8 features = convertFeatureToVector(task, server)
9 Append features to inputs

10 bestServerProb = ML model.predict(inputs)
11 index = max(bestServerProb)
12 bestServer = AvailableServers[index]
13 Call bestServer.submitTask(task)

Managing tasks in an RSU can be made more efficient and straightforward using

a single queue. This approach reduces the complexity of organizing and prioritizing
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tasks and allows for more effective monitoring with just one data structure. However,

having multiple queues increases the system complexity, requiring the task scheduler

to manage and synchronize several queues, which can lead to fairness and starva-

tion problems. Also, resource fragmentation may become an issue, as dividing the

resources among queues may not efficiently utilize the RSU’s total capacity. Addi-

tionally, synchronizing queues to prioritize critical tasks introduces delays and com-

plexity. Therefore, selecting a single queue maximizes efficiency and simplifies task

management while considering deadline and criticality constraints.

The Algorithm 2 has an assignToPu method that first calls the convertFeature-

ToVector method for each server in the server list (AvailableServers) to convert the

task and server to a feature vector. It then passes all these feature vectors to a pre-

trained machine learning model stored in ML model to get predicted success proba-

bilities for each server. It then selects the server with the highest predicted success

probability. Finally, it submits the task to the selected server.

The convertFeatureToVector method converts a task to a list of features for each

server analyzed, including the task’s criticality, deadline, size, and FLOPs and the

server’s available memory, execution time, energy consumption, queue size, and avail-

ability as stated in Table 5.5.

The Algorithm 3 has an addTaskInQueue method that adds a task to the schedul-

ing queue and increments the scheduler round of the task.

The getNextTask method returns the next task from the scheduling queue based
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Algorithm 3: Earliest Deadline First and High Criticality (EDFHC) sched-
uler policy

1 Class EDFHCSchedulingPolicy()
2 Function addTaskInQueue(task list, task):
3 Append task to task list

4 Function getNextTask(task list):
5 while task list is not empty do
6 Sort task list by deadline and criticality
7 selected task ← first task in task list
8 Remove selected task from task list
9 return selected task

10 Function getQueueSize(task list):
11 return length of task list

12 Function getQuantum(quantum):
13 return quantum

on the earliest deadline and highest criticality. It first checks if the queue is not

empty, then sorts the task list based on the earliest deadline and highest criticality

using the sort method with a key function. Finally, it pops and returns the highest

priority task, which is the first task in the sorted list.

The getQueueSize method returns the number of tasks in the scheduling queue.

Furthermore, the getQuantum method returns the scheduling quantum (the time slice

(or time quantum) for each task) of the policy, which will help tasks return to the

scheduler if necessary.

To simulate a city scenario and establish random departure and arrival points for

vehicles and platoons, we use a routing service API, OpenRouteService [77]. With

this, we defined a city in North America with the respective latitude and longitude

in the simulation configuration file. In this way, when starting the simulation, each
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Table 5.6: Tasks defined for the simulation

Task name Task FLOP Task
size

Task criti-
cality

ObjectDetectionTask 230000000 2100 High
ObjectTrackingTask 230000000 2100 Medium
MappingTask 230000000 2100 Medium
GameTask 230000000 2100 Low
MotionPredictionTask 230000000 2100 Medium
TrajectoryPlanningTask 2300000000 2100 High
CollisionPreventionTask 50000000000 2200 High
InformationServiceTask 2000000000 2100 Medium
MusicTasks 1000000000 200 Low
TrafficLightDetectionTask 40000000 100 High

vehicle and platoon has a randomly defined starting and arrival point.

We used the Simpy-AD simulator with 1000 simulation steps to validate our ap-

proach. In addition, we defined a total of 100 vehicles per simulation, 5 RSUs, and 5

data centers. Each platoon could have a maximum size of up to 5 vehicles. Each car

has an embedded NVIDIA Jetson AGX Xavier as an onboard processing unit. The

cars compose the edge nodes with sharing resources and information, which allows

them to request the available processing capacity from another vehicle member of the

platoon to offload their tasks. Each RSU makes up the fog level and has the Tesla

V100 Graphics Processing Unit (GPU) as the processing unit. Above that, the cloud

nodes with their data centers are composed of the DGX A100 server. Edge, fog, and

cloud nodes collaborated and shared resources and information.

For our collaborative task management system, we propose using a task mapper

based on machine learning as presented by Algorithm 2. Furthermore, we propose

a task scheduler, Algorithm 3, which prioritizes tasks with a shorter deadline and
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high criticality. Our task scheduler also creates a circular queue for tasks requiring

extra processing time, considering their deadline limits. Thus, we call our approach

EDFHC ML, where the name’s first part Earliest Deadline First and High Criticality

(EDFHC) refers to the scheduler policy, and the second ML refers to the mapper

policy.

To confront the performance of our approach, we compared it with other models.

Thus, approach 2 is EDFHC random, which consists of our proposed scheduler policy

(EDFHC) with a random mapper policy. In the random task mapper, the choice of a

server to offload the task is made randomly without considering any choice constraint.

Approach 3 is RoundRobin random, consisting of the Round Robin task scheduler

policy, commonly used in computer operating systems and other real-time systems.

The Round Robin scheduler assigns a time slice (also known as a time quantum)

to each task in its queue without considering the specificities of each task. Finally,

approach 4 is RoundRobin ML, which uses the Round Robin scheduling policy and

the mapper policy proposed in this dissertation (Algorithm 2).

All approaches were performed under the same conditions. Table 5.7 presents an

overall result of the performance of the approaches considering the execution of tasks

on time. Based on this table, our EDFHC ML approach had the best performance in

executing tasks within the deadline, with a success rate of 64.00%, against 59.56% for

EDFHC random, 53.15% for RoundRobin random and 51.86% from RoundRobin -

ML. It is important to note that none of the approaches left tasks incomplete. How-

ever, only the RoundRobin ML approach did not leave any tasks unexecuted, possi-
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bly due to the combination of the Round Robin scheduling policy with our ML-based

mapping policy. With that, our ML-based mapping policy considers the current con-

ditions of each server, such as queue size and available processing power, for receiving

specific tasks. Meanwhile, the Round Robin scheduling policy allocates a time slice to

each task without considering its specificities, ensuring all tasks are started on time,

even if they are completed after their deadline.

Table 5.7: General comparison of the analyzed approaches

EDFHC ML
(our)

EDFHC -
random

RoundRobin -
random

RoundRobin -
ML

All tasks 192610 268810 279010 168600
Success
tasks/ %

123265/
64.00%

160103/
59.56%

148290/
53.15%

87436/
51.86%

After dead-
line

69335 108697 130710 81164

To execute 10 10 10 0
Incomplete 0 0 0 0

With the simulation results obtained, we randomly selected the vehicle with ID

0 from each platoon to take the average and plot the results. Thus, Figure 5.11

presents the percentage of tasks distributed on each server according to the analyzed

approach. In this Figure 5.11, we can better view how the task mapper policy works.

Considering latency and possible response delays, it would be more coherent for most

tasks to be sent to the edge (AGX servers), a smaller number to the fog (Tesla servers),

and an even smaller number to the cloud (DGX servers). The mapping policy that

showed the most similar decision was the ML-based mapper in the EDFHC ML and

RoundRobin ML approaches, having sent a more significant number of tasks to the

AGX edge servers, then a smaller number to the Tesla fog servers, and lastly, an even
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smaller number of tasks were sent to the DGX cloud server.
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Figure 5.11: Tasks distributed percentage on each server by analyzed approach

Considering only the vehicles with ID 0 from each platoon, Figure 5.12 displays

the percentage of tasks successfully completed in Total and on each server. Our

approach EDFHC ML had the best performance in executing tasks successfully in

the overall comparison and also on the AGX edge and DGX cloud servers. However,

in the Tesla fog server, the EDFHC random approach had a slight advantage over

our EDFHC ML approach. While our approach executed three tasks on the Tesla

fog server after the deadline, the EDFHC random approach executed only one task

after the deadline. However, comparing the type of task that missed the deadline in

both approaches, we have that in EDFHC ML, the three tasks were GameTasks, with

low criticality. In contrast, EDFHC random had one MappingTask with a medium

criticality that missed the deadline, as indicated in Table 5.6. Thus, we can say that

our approach has a better performance when compared to the successfully executed

tasks on the edge, fog, and cloud servers.

Regarding task criticality, Figures 5.13, 5.14, and 5.15 show the percentage of
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Figure 5.12: Percentage of successfully completed tasks in total and by server

successfully completed tasks according to their criticality in AGX edge servers, Tesla

fog servers, and DGX cloud servers, respectively. In Figure 5.13, we can see that

the EDFHC ML and EDFHC random approach focuses on executing high-criticality

tasks first and then proceeding to medium- and low-criticality tasks. On the other

hand, the RoundRobin random approach executes medium-criticality tasks first, then

low-criticality tasks, and finally, high-criticality tasks. Finally, the RoundRobin ML

approach executes medium-criticality tasks first, followed by high-criticality tasks and

then low-criticality tasks.

Figure 5.14 reveals the percentage of successfully completed tasks according to

their criticality on the Tesla fog server. Therefore, we can see that the RoundRobin -

random and RoundRobin ML approaches prioritize the processing of medium-criticality

tasks first, followed by low-criticality tasks, and then high-priority tasks. The EDFHC -

random approach prioritizes executing high- and low-criticality tasks first and then

processes medium-criticality tasks. The EDFHC ML approach gave priority to the

execution of high- and medium-criticality tasks and then processed low-priority tasks.
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Figure 5.13: Percentage of successfully completed tasks according to their criticality
on the AGX Edge Server

In Figure 5.15, we see that the RoundRobin random and RoundRobin ML tech-

niques first prioritized medium- and low-criticality tasks before executing high-priority

tasks on the DGX cloud server. Meanwhile, the EDFHC random approach considered

prioritizing low-criticality tasks first and then executing high- and medium-criticality

tasks. Our approach, EDFHC ML, executed all high, medium, and low criticality

tasks equally on the DGX cloud server.
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in Tesla Fog Server
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Figure 5.15: Percentage of successfully completed tasks according to their criticality
on the DGX Cloud Server

In a real-time system with tasks specified according to their criticality, high-

criticality tasks are always expected to be prioritized. If any task has to miss its

deadline, it is expected to be a low-criticality task, with medium-criticality tasks

being sacrificed only in favour of high-criticality tasks. With this in mind, we have

noticed that our EDFHC ML approach outperformed the other approaches, as it al-

ways considers executing high-criticality tasks first, followed by medium-criticality

tasks, and only then executing low-criticality tasks.

Analyzing the task definition Table (5.6), we can see that the CollisionPrevention-

Task is highly critical and requires more significant processing resources. Herefore, it

is common for this task to miss the deadline the most in all approaches. However,

the approach proposed by us in this dissertation (EDFHC ML) works in a circular

queue-like manner, where after the allotted processing time for the task has expired

and it has not yet been completely processed, it is reallocated in the server execution

queue considering its deadline and criticality concerning the remaining tasks in the
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queue. As a result, we noticed in Table 5.8 that the CollisionPreventionTask was

successfully executed more times by our approach.

Table 5.8: Analysis of the processing success percentage of each approach to Colli-
sionPreventionTask

Approach Success for the CollisionPreventionTask
EDFHC ML 6.02%
EDFHC random 1.05%
RoundRobin random 2.28%
RoundRobin ML 0.83%

The demand for high-performance computing and real-time response in process-

ing and interpreting massive data has increased with the rise of intelligent systems,

particularly in the case of autonomous vehicles. However, battery life and constricted

computing power can limit the processing load supported onboard. Thus, offloading

tasks to external devices like fog or cloud resources and using over-the-air communi-

cation can be an effective solution. We used the Simpy-AD simulator to validate our

approach, and the results showed promising performance. Furthermore, with the help

of routing service APIs, random departure and arrival points for vehicles and platoons

can be established in a city scenario simulation. Overall, our approach can be benefi-

cial for developing intelligent systems that require high-performance computing and

real-time response.
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Chapter 6. Learning and continuous monitoring for

autonomous real-time vehicle systems

According to the [78] and [47] papers, there are different methods for quantifying

uncertainty. Using statistical metrics [79], the typical way is to calculate the mean

or expected value and also the variance of the output. The following expression gives

the mean of the output:

E(H) =

∫ b

a

hf(h) dh (6.1)

Where E(H) is the expected value of the output H, defined by the integral with

range [a, b], which is the output space of H. Furthermore, hf(h) dh represents the

probability that H is in a range width dh around h.

The variance is defined as the expected value of the squared deviation from the

mean of H:

V ar(H) = E((H − E(H)2) (6.2)

To generate a prediction interval of our prediction (IH), we are going to use the

percentile method (P ) to specify the thresholds:

IH = [P(a/2), P(1−a/2)] (6.3)

Therefore, we have a prediction range of 90% of the occurrence of 90% of all H
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results. So 5% of those results are below this range, and 5% are above it. (a/2) is the

lower critical value and (1− a/2) is the upper critical value for the standard normal

distribution, and 100a% is the confidence level.

Conformal predictors [80] is a widely used approach when we are working with

uncertainties [81], [82], being able to make predictions around confidence thresholds.

Given a significance level α, a model is capable of making predictions within a 1− α

confidence limit. In other words, the probability of the correct label being within the

predicted confidence set is almost exactly 1− α.

Predictions will use ranges around the actual value in regression problems rather

than predicting a single absolute value. For classification problems, the prediction

will consider the possibility that each class in the data set is the proper label. Figure

6.1 shows the general operation of conformal predictor work.

Figure 6.1: Conformal predictor workflow

85



We use the conformal predictor shown in Figure 6.1 as part of our approach pro-

posed. Therefore, according to Figure 6.1, we first divided our dataset into training,

calibration and test sets. So we fit an ML model with the proper training set. Then,

we define a nonconformity function that makes a sample distribution based on scores

determined by the similarity of the elements in its set with those of the training set.

The nonconformity function then receives the calibration set and generates the cali-

bration scores. These scores feed the inductive conformal predictor, which is the top

layer of the model. Finally, that inductive conformal predictor layer is responsible

for generating predictions distributed according to the calibration scores, using as a

cut-off point the significance level that varies from 0 to 1. Therefore, for example,

we can say that we have an ordered set of 500 conformal scores. Then, if α = 0.1,

the cut-off point for statistical significance will be the conformal score at the 90th

percentile, in this case, the 450th conformal score.

We will use in our work an Inductive Conformal Predictor (ICP) [83] instead of the

Transductive Conformal Predictor (TCP) [84]. We decided to focus on ICP because

it is the most widely used approach to conformal predictions. Furthermore, it requires

that the ML model be trained one single time for all predictions until a new amount

of data is collected, and it is worth retraining to update the model [85].

We use two scenarios: a congestion identification scenario and a fire identification

scenario. We will use simulated data for the first scenario and real sensor data for

the second one.
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6.1 Scenario 1

Congestion strongly influences mobility, accessibility and the emission of pollutants

but varies widely over time and across space [86]. Therefore, we consider that the

congestion detected event occurs when the traffic flow reaches its maximum value,

and the traffic density continues to increase.

For this scenario, we used a traffic dataset generated through the Simulation

of Urban MObility (SUMO) framework [87]. Thus, we used the net file with the

Downtown Toronto abstraction made in [88] to identify congestion points on city

roads, as revealed in Figure 6.2. The simulation map has 52 intersections and roads

with 1 or 2 lanes. Thus, we placed SUMO lane area detectors (E2) scattered along

the roads to measure the traffic generated by 1000 vehicles inserted in randomized

traffic for a defined time from 0 to 100000.

We split our dataset between the training and test sets, with the test set having

25% of the dataset’s data and the training set having 75% for experiments that did

not consider uncertainty. Then we kept the same 25% for the test dataset and split

the rest evenly between the training and calibration sets in the experiments that

considered uncertainty. The total number of entries in the dataset was 532,014, with

the test sample size always 177,338.

To quantify the uncertainty of our model, we use the percentile to determine what

range we would like our answer to fall in. Based on equation 6.3, we set this range
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Figure 6.2: Comparison of the traffic network used in the simulation with the real
map of Toronto

to 97%. For this, we set the conformal prediction significance to α = 0.03. Thus,

every time our model predicted labels 0 or 1, there was a 97% probability that this

prediction was correct.

We performed three different tests to validate our approach in scenario 1. The

first experiment was a binary classification problem, the second was a multi-level

classification problem, and the third was a regression problem. For the three problems,

we had as input the data related to the average speed (m/s), the flow (counts), the

average occupancy (%) and the mean halting duration (s). Below we detail all the

experiments.

Consider the four primitive events consumed for complex event composition:

- AverageSpeed(timestamp=1647037870, m/s=13.5)

- Flow (timestamp=1647037870, counts=1.38)
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- AverageOccupancy(timestamp=16470, percent=3.34)

- HaltingDuration(timestamp=1647037870, sec=1)

Our model presents the same structure for dealing with classification or regression

problems, using a combination of Random Forest Regressor [89], k-Nearest Neighbor

(kNN) [90] and conformal prediction as illustrated by Algorithm 4. First, as shown

in Figure 6.3, the model receives the inputs and verifies the essential ones through

sensitivity analysis. Afterward, the selected features enter the model, composed of

conformal prediction and an ML model as stated in Figure 5.4. So the prediction for

the classification or regression problems can be performed. Then, our model predicts

intervals from which we take the mean that indicates the prediction result.

input

ML + CP
model

Problem
type

Selected
features

Sensitivity
analysis

OutputClassification

OutputRegression

{Predicted label,
confidence}

{Predicted value
mean, variance}

Figure 6.3: Proposed approach to estimate uncertainty in events

For comparison, we implemented two other replicable approaches per the paper’s

information and definitions [91]. Thus, Algorithms 5 and 6 represent the Normal

Probabilistic Model (NPM) and Improved Probabilistic Model (IPM) approaches for

classification (Algorithm 5) and regression (Algorithm 6) problems. The difference

between NPM and IPM declared by the [91] authors is the probability distribution

function of the error, which in NPM is N(0, 1) and in IPM is the normal distribution

of the standard deviation representing the inaccuracy of sensors specified by the

manufacturer.
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Algorithm 4: Proposed Machine Learning with Conformal Predictor (ML -
CP) model

1 Class
ML CP model(x train, y train, x calibrate, y calibrate, x test, problem type)

2 underlying model← RegressorAdapter(RandomForestRegressor())
3 normalizing model← RegressorAdapter(KNeighborsRegressor(n neighbors =

5))
4 normalizer ←

RegressorNormalizer(underlying model, normalizing model,AbsErrorErrFunc())
5 nc← RegressorNc(underlying model,AbsErrorErrFunc(), normalizer)
6 icp← IcpRegressor(nc)
7 icp.fit(x train, y train)
8 icp.calibrate(x calibrate, y calibrate)
9 prediction← icp.predict(x test, significance = 0.03)

10 prediction mean← np.mean([prediction[:, 0], prediction[:, 1]], axis = 0)
11 results← [ ]
12 foreach value in prediction mean do
13 frac← value mod 1
14 confidence← 100 if frac < 0.1 else (1− frac) ∗ 100 if frac ≤ 0.5 else

frac ∗ 100
15 if problem type = “binary classification” then
16 results.append((1 if value > 0.5 else 0, confidence))
17 else
18 if problem type = “multi-classification” then
19 class prediction← len(thresholds)
20 foreach i, threshold in enumerate(thresholds) do
21 if value ≤ threshold then
22 class prediction← i
23 else
24 class prediction← i+ 1
25 end

26 end
27 results.append((class prediction, confidence))

28 else
29 var ← |prediction[:, 1]− prediction[:, 0]|
30 results.append((value, var))

31 end

32 end

33 end
34 return results
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In scenario 1, we are working with simulated data, and therefore, we need infor-

mation regarding the factory inaccuracy of the sensors. Considering this, we assume

that sensor uncertainty is proportional to the standard deviation of the simulated data

(stds∗0.1). In this way, we have the probability distribution function of the error equal

to [N (0, 1),N (0, 1),N (0, 1),N (0, 1))] for NPM and [N (0, 0.7),N (0, 0.4),N (0, 1.0),N (0, 3.7)]

for IPM relative to the four input primitive events.

Algorithm 5: Probabilistic Model Classification

1 Class ProbabilisticModelClassification

2 Function init (self, detector stds){
3 self.means← None
4 self.stds← detector stds

5 }
6 Function Fit(self,X, y){
7 n features← length(X[1])
8 n classes← length(unique(y))
9 self.means← zero matrix(n classes, n features)

10 foreach label in range(n classes) do
11 X label← X[y == label]
12 self.means[label]← mean(X label)

13 end

14 }
15 Function Predict(self,X){
16 n classes← length(self.means)
17 log likelihoods← zero matrix(length(X), n classes)
18 foreach label in range(n classes) do
19 log likelihoods[:, label]←

sum(norm logpdf(X, self.means[label], self.stds))
20 end
21 return argmax(log likelihoods)

22 }

Analysis of the proposed method for a binary classification problem:

The first experiment is a simple binary classification problem. The objective is to

determine whether there is congestion (no-congestion=0, congestion=1).
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Algorithm 6: Probabilistic Model Regression

1 Class ProbabilisticModelRegression

2 Function init (self, feature stds){
3 self.means← None
4 self.feature stds← feature stds

5 }
6 Function Fit(self,X, y){
7 n features← length(X[1])
8 self.means← zero array(n features)
9 foreach i in range(n features) do

10 self.means[i]← mean(y ∗X[:, i])
11 end

12 }
13 Function Predict(self,X){
14 y pred← zero array(length(X))
15 foreach i in range(length(X)) do
16 weights← 1/(self.feature stds2)
17 y pred[i]← sum(X[i, :] ∗ self.means ∗ weights)/sum(X[i, :] ∗ weights)
18 end
19 return y pred

20 }

With our proposed approach, the sensitivity analysis indicates “speed”, “occu-

pancy” and “mean Halting Duration (s)” as the essential inputs (Figure 6.4). S1

means first-order Sobol indices, and ST indicates total Sobol indices. First-order

Sobol indices consider each parameter’s direct contribution, excluding interaction

terms, to a specific output. The total Sobol indices provide a view of all interactions

of a given input, not providing details of which parameter this input interacts with

nor in which order.

Following the Algorithm 4, our approach initially predicts a range between 0 and

1, for which we calculate a mean. Then, the estimated mean value is used as a

confidence index to indicate the choice of a label. For example, if we have a mean

between 0 and 0.50, the output label will be 0, and the confidence index will range
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Figure 6.4: Sobol analysis to indicate priority input for binary classification problem

from 50% to 100%, depending on the mean. On the other hand, if the mean is from

0.51 to 1, the chosen label will be 1, with a confidence index ranging from 51% to

100%. Consequently, if we have mean = 0.30, then label = 0 and confidence = 70%.

We calculated the sensitivity and specificity of each model as defined by Equations

6.4 and 6.5, respectively.

Sensitivity =
TP

TP + FN
(6.4)

Specificity =
TN

TN + FP
(6.5)

TP - the number of true positives.

FN - the number of false negatives.

TN - the number of true negatives.
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FP - the number of false positives.

After the previous clarifications, we present the obtained results in Table 6.1.

Table 6.1: Models performance for the binary classification problem

ML CP NPM IPM
Accuracy 0.98 0.64 0.63
Sensitivity 0.97 0.31 0.29
Specificity 0.98 0.99 0.99

We analyzed the accuracy, sensitivity and specificity of each model. The sensitivity

indicates the proportion of label 1 classes that were actually classified as label 1 by

the model (true positive). On the other hand, specificity indicates the proportion of

label 0 that was classified as label 0 (true negative). Thus, considering sensitivity

and specificity, in addition to accuracy, the ML CP model presents the best results.

Although NPM and IPM have a marginally higher specificity rate than ML CP, it

does not necessarily mean that the NPM and IPM models were effective. The NPM

and IPM models tended to classify most of their predictions as 0, resulting in high

specificity but low sensitivity and accuracy.

Analysis of the proposed method for a multi-level classification problem:

For the experiment involving the multi-classification problem, we replaced the last

column of our dataset, which initially only indicated whether there was (label 1) or

not (label 0) congestion. In place of this last column, we now have three different

situations in case there is congestion: light congestion (label 1), moderate congestion

(label 2) and severe congestion (label 3), in addition to label 0 in case there is no

congestion. Also, we maintain the same four analysis features (speed, flow, occupancy
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and halting duration). For the ML CP model, we only use the features selected

by sensitivity analysis presented in Figure 6.5, which means “mean Vehicle Number

(flow)”, “mean Occupancy (%)” and “mean Halting Duration (s)”.

Figure 6.5: Sobol analysis to indicate priority input for multi-level classification prob-
lem

The traffic jam level was defined based on the average jam length in meters.

Thus, when the average congestion length is less than or equal to 82.5 meters, we

have congestion level 1. When the congestion length is more significant than 82.5

meters and less than or equal to 165 meters, we define congestion as level 2. Finally,

if the congestion length exceeds 165 meters, we have congestion level 3.

Table 6.2 presents the performance of the models for this problem, quantifying the

global model sensitivity and specificity, as defined in Equations 6.4 and 6.5, respec-

tively. In addition, the table also discriminates the accuracy of each of the models.
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Table 6.2: Models performance for the multi-level classification problem

ML CP NPM IPM
Accuracy 0.98 0.72 0.74
Sensitivity 0.97 0.71 0.74
Specificity 0.97 0.75 0.76

The models can classify their results with labels 0, 1, 2 or 3. As shown in Table

6.2, the results for the NPM and IPM models are pretty similar. The ML CP model

still has more promising results.

Analysis of the proposed method for a regression problem:

We use the same dataset used in the other two experiments for this regression

problem, changing only the target column. Thus, we have speed, flow, occupancy

and halting duration as default data features. In addition, we defined a mean max -

jam length in meters column as the target, ranging from zero to 250 meters. For this

problem, the model would have to predict the max value of the jam length considering

the provided features.

For the ML CP model, we used our proposal discussed above (Algorithm 4). The

inputs selected through sensitivity analysis for this problem are “mean Speed (m/s)”

and “mean Vehicle Number (flow)”, displayed in Figure 6.6. Thus, we calculated an

interval with a 97% chance of containing the value in meters of the congestion size,

which can vary from 0 to 250 meters. Then, we calculate the mean and the variance

based on the interval values found, which are our model outputs for the specified

regression problem.

The performance of regression models was evaluated, and the results are presented
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Figure 6.6: Sobol analysis to indicate priority input for regression problem

in Table 6.3. The metrics used for evaluation were R2, mean absolute error, mean

squared error and median absolute error. The results of Table 6.3 indicate that our

ML CP proposal outperformed other models in this regression problem, as well as in

the classification problems previously analyzed.

Table 6.3: Models performance for the regression problem

ML CP NPM IPM
R2 0.99 -132.0 -8.11
Mean absolute error 0.29 234.39 59.4
Mean squared error 2.76 124276.16 8512.38
Median absolute error 0.003 118.93 36.07
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6.2 Scenario 2

This scenario involves detecting fires in various environments by analyzing tempera-

ture, smoke, and flame characteristics. Scenario 2 was employed to demonstrate that

the uncertainty quantification technique proposed for vehicle scenarios can also be

extended to other scenarios. It is worth noting that the dataset used in this scenario

comprises real-world data collected and provided by the authors of [92]. To build

this dataset, the researchers used three sensors: a DHT11 for measuring tempera-

ture, an MQ-2 smoke sensor, and an LM393 flame sensor. This dataset was also used

to assess the effectiveness of the proposed DST-CEP [91]. Thus, we reproduce the

tests to evaluate and compare our approach (ML CP) with the DST-CEP, Normal

Probabilistic Model (NPM) and Improved Probabilistic Model (IPM).

Figure 6.7: Sobol analysis to indicate priority input for fire detection problem

In the sensitivity analysis of our model, shown in Figure 6.7, only the temperature

and smoke features were considered to be of high relevance for the detection (label 1)
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or non-detection (label 0) of fire. Consequently, as input, we only use the temperature

and smoke values.

In Table 6.4, we have presented the results of our performance analysis compared

to three other approaches. The table clearly shows that our solution surpasses all

others in terms of Accuracy, Precision, Recall, and F-Measure metrics.

Table 6.4: Models performance for fire detection scenario

Approach Accuracy Precision Recall F-Measure
NPM 81.14% 67.32% 55.68% 60.95%
IPM 81.43% 68.21% 55.68% 61.31%
DST-CEP 95.00% 85.71% 97.30% 91.14%
ML CP 99.00% 98.00% 99.00% 99.00%
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Chapter 7. Experimental Results and Discussion

In this chapter, we will be examining the outcomes of our proposed CARVS

Framework. This involves analyzing the results of the final experiments conducted

for Context Awareness for Autonomous Systems, Task Management in Autonomous

Systems, and Learning and Performance Monitoring of Autonomous Systems. These

three cores are depicted in Fig. 3.1 as the Context Awareness Core, Task Management

Core, and Learning and Performance Monitoring Core, respectively.

7.1 Context Awareness for Autonomous Systems

We prepare a solution to apply Gaussian or OU noises in an autonomous vehicle’s

training. As the Algorithm 7 shows, in line 9, we introduced our proposal to the A3C

model. Thus, N is the turbulence factor added to the policy, and it can be either

Gaussian or Ornstein-Uhlenbeck. We use σ = 0.02 as the noise factor for our tests

with both Gaussian and OU. After several tests, we found that the value of σ = 0.02

is the one that best contributes to the exploration of our agent. We can adjust this

value according to the problem objective. In general, the noise level does not need

to be high for extensive exploration by the higher-scoring agent. Tests performed by

other researchers, such as [93] and by us, point out that large noise induces the agent

to a local optimal or sub-optimal policy, and what we are looking for is an optimal

global policy.

The autonomous vehicle should act according to the above pseudocode, Algorithm

7. The first step is to initialize the global policy and the value network. Then, it
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starts the global step count, and the episode begins. Each agent performs the steps

from line 4 to line 20 asynchronously. Thus, each agent resets its gradients to 0,

starts the internal time, and collects the first state observation. And then, the agent

repeatedly updates the reward amount according to policy-based action, taking into

account the global gradient and increments the time. Thus, if the state is the last,

the reward receives 0 and, if it is not the terminal one, the reward is updated with

the value function with the discount factor. Then, edit the gradients as the global

policy and value have been updated as well. Each local policy has entropy.

Algorithm 7: A3C with noise - pseudocode

1 //Assume global parameter vectors θ and θv;
2 //Initialize step counter t← 1;
3 //Initialize episode counter E ← 1;
4 repeat
5 Reset gradients: dθ ← 0 and dθv ← 0;
6 tstart = t;
7 Get state st;
8 repeat
9 Perform at according to policy π(at|st; (θ ← N));

10 Receive reward rt and new state st + 1;
11 t← t+ 1;

12 until terminal st or t− tstart == tmax;

13 R =

{
0 #for terminal st

V (st, θv) #for non-terminal st

14 for i ∈ {t− 1, ...., tstart} do
15 R← ri + γR;
16 Update gradients wrt:
17 θ : dθ ← dθ +∇θ log π(ai|si : θ)(R− V ((si : θv)) + 0.01(H(ai));

18 Perform an asynchronous update of θ using dθ and of θv using dθv;
19 E ← E + 1

20 until E > Emax;

The A3C forward view selects actions using its exploration policy for up to Emax.

The agent will then receive the rewards from the environment since its last update.
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When updating the policy and the value function using the advantage method, actions

that perform better than the value function’s exception will receive more weight and

are more likely to be selected in the next steps.

We have the input passing into the neural network with the dimensions 84 x 84. As

Figure 7.1 shows, we use two convolutional layers with Rectified Linear Unit (ReLU)

function each. After that, we have a fully connected dense layer with 256 neurons,

and another fully connected layer outputs the Value function and the probabilities for

each action. This structure is a standard architecture used by the community when

working with the A3C approach.

Figure 7.1: Agent A3C model

Considering our autonomous driving agent, we have a limited number of possible

actions to move the agent from one state to another, which characterizes our con-

ditions as a discrete environment. Besides, current actions taken may affect future

activities, which describe a sequential environment [94].

Car Learning to Act (CARLA) is a suitable simulator for handling our assumptions

and constraints. CARLA simulator is an open-source autonomous driving research

simulator made in partnership with researchers from Intel Labs, Toyota Research
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Institute, and Computer Vision Center [95]. Moreover, CARLA has system flexibility

and several available resources to run our experiments.

We started one server in the CARLA simulator for performing the tests. Each

asynchronous agent resulting from our A3C global agent had its copy of the envi-

ronment connected to the server as a client, as shown in Figure 7.2. We define the

number of asynchronous agents resulting from the global network with the Python

code: multiprocessing.cpu count(). According to our system specifications, we have

a total of 12 threads resulting from that Python process. It means that we could

train 12 asynchronous agents at the same time.

Figure 7.2: Specification of the A3C agent connected to the CARLA simulator

Since we are in a discrete environment, the agent’s actions are also discrete. It

can perform nine steps, including turning left, turning right, forward, and brake.

Therefore, we use 3-dimensional vectors, with the throttle, steer, and brake values,

respectively, to represent each action, as shown below:
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actions = 0 : [1.0, 0.0, 0.0], Forward

= 1 : [0.0,−1.0, 0.0], Turn Left

= 2 : [0.0, 1.0, 0.0], Turn Right

= 3 : [1.0,−1.0, 0.0], Forward Left

= 4 : [1.0, 1.0, 0.0], Forward Right

= 5 : [0.0, 0.0, 1.0], Brake

= 6 : [0.0,−1.0, 1.0], Brake Left

= 7 : [0.0, 1.0, 1.0], Brake Right

= 8 : [0.0, 0.0, 0.0], No Action

We desire to find out what kind of noise would be most beneficial to the agent’s

policy, whether a more random or a temporally correlated one. Then, we perform the

modification shown in algorithm 8 in order to be able to compare the two types of

noise. First, we define the noise we will use, whether Gaussian or Ornstein-Uhlenbeck

OU, always setting the mean (µ) and the standard deviation (σ). Then, the policy

receives that noise and incorporates it into its decision estimates, which will not reach

very high certainties and stimulate significant exploration growth.

The twelve asynchronous copies of the A3C agent are initially placed at random

positions. They must move to a second position other than the initial one without

colliding with any object, as described in the list of Tasks detailed below.

• Task 1 - The vehicle is placed randomly in an initial position and aims to reach
a specific point of 5m in front of it. In this first Task, the vehicle needs to move
straight ahead.

• Task 2 - The vehicle is placed randomly in an initial position and aims to reach
a specific point of 30m distance. The vehicle is unlikely to make any right or
left turns.
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Algorithm 8: A3C + Disturbance

1 //Decide which noise will be used;
2 Function getNoise(noise); // Specify Gaussian or

Ornstein-Uhlenbeck (OU) noise

3

4 if noise == Gaussian then
5 noise ∼ GP (m(x), K(x, x′));
6 else if noise == OU then
7 noise ∼ α(µ−Xt)dt+ σdWt

8 //Given A3C’s network policy;
9 Function worker network()

10 for policy network do
11 − log π(ai|si) ∗ A(s, a) + 0.01(−π ∗ log(π)) + getNoise();

12 for value network do
13 (rt + γ ∗ V (s′)− V (s))2;

14 return disturbed policy network, value network

• Task 3 - The vehicle is placed randomly in an initial position and aims to reach
a specific point of 200m. The vast majority of times, the vehicle will need to
turn right or left to reach its destination point.

If distance to the target point < initial distance/2, the vehicle gains a +1 re-

ward, as well as if it reaches the target point. Also, it receives a −1 reward if it col-

lides with an object or gets away from its destiny (distance to the target point >=

initial distance ∗ 2). In case of a collision, the episode is finished regardless of the

distance travelled. Each training session has a total of 300, 000 steps to be performed

in up to 1, 000 episodes.

We performed our tests with no noise, with Gaussian noise (σ = 0.02) and with

OU noise (σ = 0.02). We performed Tasks 1, 2, and 3 firstly with the city empty,

that is, without dynamic objects. After completing this first phase, we reran all three

Tasks with the city populated with 50 vehicles and 100 walkers that were always
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moving around in the city.

7.1.1 Tasks with empty city

After running several tests, our experimental results are available below. Therefore,

Figure 7.3a presents the average reward obtained in each of the analyzed approaches

to fulfill Task 1. Based on this figure, we realize that the OU noise approach generates

a better return than the approaches without noise or even with Gaussian noise.

Figure 7.3c shows the average returns of the approaches during the performance

of Task 2. Again, the approach with OU noise presents the best results obtained

during the Task.

Figure 7.3e represents the models’ performance in the most difficult task performed

with the empty city, which means without the presence of other dynamic objects, such

as vehicles and pedestrians. The training conducted with OU noise had a significant

improvement in its reward compared to training without noise or with Gaussian noise.

We also evaluated agent displacement with no noise, Gaussian, and OU noise

during each reinforcement learning task. Figure 7.3b shows the normal distribution

of the agent’s displacement during the first Task in an empty urban environment.

Based on Figure 7.3b, the largest displacement is performed by the agent that used

Gaussian noise since the variance of its bell curve is the largest. We must consider

that the more concentrated on the positive side of the x-axis line, the closer the agent

gets to having accomplished 100% of the task objective. Thus, the further the agent
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is from the mean going to the negative side of the graph, the further away from the

goal specified by the Task the agent is.

From this clarification, we realized that the agent with Gaussian noise was the

one that most distanced itself from the target point of Task 1. In this way, the agent

with OU noise represents the best displacement obtained by the agent during Task

1, even having a minor variance on its curve, but it has the smallest distance from

the mean to the negative side of the graph.

The agent displacement needs to be significant, not just wide. For example, the

agent can move to a position and then return to the original point, which leads to

the low significance of the environment exploration for our tasks. Instead of progress-

ing with the displacement, it keeps going and returning to its origin. Thereby, the

agent’s displacement with Gaussian noise has this behaviour. Therefore, the agent

may even go from position 0 to position 1 at first but returns to position 0 when it

should continue rising, for example, to position 2. Figure 3.3 illustrates precisely the

behaviour of agents with different types of noise.

The displacement of Task 2 in the empty city, represented in Figure 7.3d, was

performed more efficiently by the agent who also used OU noise since the variance

in the bell curve is the one that moves the least away from the mean to the negative

side of the graph.

In the displacement of Task 3, shown in Figure 7.3f, the agent that uses Gaussian

noise has the smallest variance among the curves, and it is completely located on the
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positive side of the figure. The agent with OU noise has a great performance, but

it moves away to the negative side of the distribution by 2 standard deviations from

the mean and has a bigger variance than the agent with Gaussian noise. Thus, the

Gaussian noise agent seems to perform a better execution in carrying out the third

Task with the city empty.

7.1.2 Tasks with populated city

Figures 7.4a, 7.4c, and 7.4e show the average reward obtained by the agent during

the training of Tasks 1, 2, and 3, respectively. Figure 7.4a shows that, in general, the

agent with OU noise got the best return on the first Task with the city populated

with dynamic objects.

During the second Task execution with the populated city (Figure 7.4c), the agent

with OU noise obtained the best performance. Likewise, during Task 3, shown in

Figure 7.4e, the agent with OU noise also achieved the highest scores.

Figures 7.4b, 7.4d, and 7.4f show the normal distribution of displacements trav-

elled by agents in Tasks 1, 2 and 3, respectively. Analyzing Figure 7.4b, we can see

that the agent with OU noise, even having achieved a better reward as shown in Fig-

ure 7.4a, is not the best solution for Task 1 with a populated city, as it concentrates

the greatest variance. In this specific case, in which the task requires moving a short

distance (5m) with other dynamic objects around it, the agent with Gaussian noise

seems to be the best option, as it has less variance and is concentrated much more
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(a) Average reward return during training -
Task 1 (5m)

(b) Standard normal distribution for the
agent displacement - Task 1

(c) Average reward return during training -
Task 2 (30m)

(d) Standard normal distribution for the
agent displacement - Task 2

(e) Average reward return during training -
Task 3 (200m)

(f) Standard normal distribution for the
agent displacement - Task 3

Figure 7.3: Tasks performed with empty city
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(a) Average reward return during training -
Task 1 (5m)

(b) Standard normal distribution for the
agent displacement - Task 1

(c) Average reward return during training -
Task 2 (30m)

(d) Standard normal distribution for the
agent displacement - Task 2

(e) Average reward return during training -
Task 3 (200m)

(f) Standard normal distribution for the
agent displacement - Task 3

Figure 7.4: Tasks performed with populated city
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on the positive side of the graph.

Figure 7.4d, the agents with Gaussian noise and OU noise have very similar vari-

ance, but the OU noise curve represents the best displacement for Task 2 with the

populated city. This is because that agent’s curve is concentrated on the most posi-

tive side of the graph and distances from the mean to the negative side by around 2

standard deviations.

In Figure 7.4f, we clearly perceive that the agent with OU noise is the best solution

for Task 3, as it is mostly concentrated on the positive side and moves away from the

average to the negative side only by 1 standard deviation.

According to the results presented, we can affirm that a good score obtained

during training does not always mean the best solution to controlling an autonomous

vehicle trained with reinforcement learning. However, in all Tasks, the agent with

OU noise proved to be a good solution, although in Task 3 with the empty city and

Task 1 with the populated city, the agent with Gaussian noise performed better.

Considering the results as a whole, we can conclude that OU noise for the control

training of autonomous vehicles seems to be the best solution, presenting the best

returns with an efficient exploration of the environment.

Exploring autonomous agents using noise can sometimes lead to discomfort and

distrust. However, we have considered several concerns and strategies to mitigate

possible risks. One is adjusting the OU noise variance over time as the agent be-

comes more familiar with its environment. We have also carefully defined the agent’s
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reward system, ensuring that penalties for dangerous or unwanted actions are sig-

nificant enough to discourage the agent from taking them. Furthermore, our agents

must undergo rigorous testing and continuous performance reviews before and during

deployment in real-world environments. Our goal is to strike a balance between the

need for exploration to develop an effective policy through reinforcement learning and

the security and reliability requirements, ensuring that the resulting agent can adapt

and improve and is safe to use in critical applications.

Table 7.1 presents the result of the comparison of our model (Asynchronous Ad-

vantage Actor Critic with Disturbed Policy (A3C-DP)) with seven other approaches

in three hard exploration games (Private Eye, Gravitar and Pitfall) and the other

one score exploit game (Seaquest) from the Atari OpenAI [70]. Our model managed

to perform better than the other seven works presented in the Gravitar and Pitfall

games. In the Private Eye and Seaquest games, our approach had a higher ranking

than Random[96], PPO [68], Advantage Learning - Deep Q-Network (AL-DQN) [97],

Advantage Actor Critic (A2C) [98], A3C [98] and A3C+ [99], trailing only for Deep

Code Search (DeepCS) [100] scores in these games.

We proved that using the Ornstein-Uhlenbeck (OU) process to perturb the agent’s

certainty works much better than the Gaussian process. This improvement is be-

cause the OU process is time-correlated, so it always considers the previous noise

to increment the current noise. Thus, in our final approach, including the one used

to compare with other works already published, we employed only the OU process,

which we proved to be also efficient in the comparison tests performed (Table 7.1).
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Mean Reward (at convergence)
Private Eye Gravitar Pitfall Seaquest

Random[96] 25 173 -229 68
PPO [68] 69.5 737.2 -32.9 1,204.5
DeepCS [100] 1,105 881 -186 3,443
AL-DQN [97] 153 540 -100 –
A2C [98] 91.3 194.0 -55.0 1,714.3
A3C [98] 206 269 -78 2,300
A3C+ [99] 99.32 238.68 - 259.09 2,015.55
A3C-DP 218.31 1,005.52 -0.94 2,380.30

Table 7.1: Comparison with previously published works on hard exploration (Private
Eye, Gravitar and Pitfall) and one score exploit (Seaquest) Atari games.

Furthermore, the Atari OpenAI Gym games were chosen for the comparison be-

cause it is a reinforcement learning environment widely used and well-known by re-

searchers in the field. In addition, the Private Eye, Gravitar, and Pitfall games are

complex environments to explore, being significant challenges for reinforcement learn-

ing applied to autonomous agents. Finally, Seaquest is a game of broad exploration,

which we have also chosen to demonstrate the efficient performance of our approach

to dealing with less complex environments.

7.2 Task Management in Autonomous Systems

In order to compare the centralized and distributed approaches, we utilized the def-

initions previously explained in the Section 5.1 and Section 5.2. The comparison

simulation was conducted using the parameters outlined in the Section 5.2. The key

distinction between the approaches is illustrated in the Fig. 7.5, where the distributed

approach displays vehicle communication while the centralized approach does not.
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Figure 7.5: Comparison between distributed and centralized approaches

With data processing and resource sharing between Over-The-Air (OTA) devices,

we must highlight data security concerns from hacker attacks and malicious intrusions,

as detailed in [101], [102]. However, the cybersecurity approach in MEC networks is

outside the scope of this research. Still, we stress the importance of implementing

robust security measures across all system components, from edge devices to the task

orchestrator. These may include data encryption, user authentication, access control

and constant monitoring for suspicious and malicious activity [103], [104].

Fig. 7.6 presents a comparison between centralized (Fig. 7.6a) and distributed

(Fig. 7.6b) approaches to the analysis of task success by Processing Unit (PU). In

Fig. 7.6, we noticed that PUs from the distributed approach are more successful than

PUs from the centralized approach, which only has a higher success rate in TeslaV100

PUs.

In the Fig. 7.7, we can see the number of successful and failed tasks, categorized

by their criticality level. The graph includes data for both the centralized (Fig. 7.7a)

and the distributed (Fig. 7.7b) approaches. From analyzing Fig. 7.7, we can conclude

that the distributed approach has a higher success rate than the centralized approach.
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(a) Centralized approach

(b) Distributed approach

Figure 7.6: Success Rate by Processing Units
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Additionally, the most critical tasks in Fig. 7.7b have a higher success rate, which is

crucial for safe-critical systems as these tasks should have the highest priority.

The Fig. 7.8 displays the success rates of the different task types, including Object-

DetectionTask, ObjectTrackingTask, and MappingTask. The distributed approach

shown in Fig. 7.8b has the highest success rates for each task type. In conclusion,

after analyzing the results present in Fig. 7.6, Fig. 7.7 and Fig. 7.8, we conclude

that the distributed approach has the best performance in our data and resource

sharing scenario for the autonomous vehicles. This is because when the approach is

distributed and shared among vehicles, edge and cloud, the availability of resources

for processing tasks is much greater than when each vehicle has access only to its own

resources, to the edge and cloud.

7.3 Learning and Performance Monitoring of Au-

tonomous Systems

DDQN [105] is an improvement of the original Deep Q-Network (DQN) algorithm

and addresses the problem of Q-values overestimation by using two separate neural

networks to update and evaluate the Q-values. This technique helps stabilize learning

and improve model convergence. By combining DDQN with Prioritized Experience

Replay (PER) [106], the algorithm adds a priority layer to the experiences stored in

the replay buffer. This priority is based on the prediction error, which is the difference

between the predicted and target Q-values. Experiences with higher errors are more

likely to be selected for training, allowing the agent to learn more quickly from these

experiences. Accordingly, we will use the DDQN-PER in our work as a baseline. It
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(a) Centralized approach

(b) Distributed approach

Figure 7.7: Task Success by Criticality
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(a) Centralized approach

(b) Distributed approach

Figure 7.8: Task Success Analysis
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learns from more relevant experiences and reduces the overestimation of Q-values,

resulting in more efficient and stable reinforcement learning.

We also use the DDQN plus PER approach with uncertainty estimation (DDQN-

PER with uncertainty) to compare with our baseline (DDQN-PER). For simplicity,

when we refer to the DDQN form in this section, we point to DDQN-PER. So our

baseline, ‘DDQN-PER’, will be treated as just DDQN, and our proposed ‘DDQN-PER

with uncertainty’ will be DDQN with uncertainty. An uncertainty-aware machine

learning approach is crucial to balancing exploration and exploitation. For example,

when an agent is uncertain about the quality of its actions, it needs to explore more

of the environment to gather additional information and improve its estimations, so

its actions improve in the face of uncertainties [107]. Also, when uncertainty is low,

the agent can concentrate on exploiting the actions it already knows well. Thus,

effective uncertainty management can create a better balance between exploration

and exploitation and, consequently, a more optimized policy.

Our objective in this study is to present information visually and graphically to

explain the behaviour and the motivations of the agents ‘DDQN’ and ‘DDQN with

uncertainty’ for their decision-making. Explainable Artificial Intelligence (XAI) is a

study field that seeks methods and techniques that can make artificial intelligence

(AI) models and systems more understandable and interpretable for humans [108].

AI agents have become highly capable with the increasing complexity of decision

algorithms, but their decisions are becoming more challenging to comprehend. This

has led to a growing demand for transparent, explainable, and easily interpretable
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AI models. By understanding the behaviour and actions of an autonomous agent,

we are able to trust more in their decisions and accept the proposed model [109].

Another point to consider is that from the understanding of model decisions, experts

and developers can identify and correct possible errors or biases of this model, thus

improving its performance and effectiveness [109].

The most common methods used for explainability models include natural lan-

guage, saliency map, and gradients heatmap [109], [110]. However, explainability

approaches typically use only one or a few of these methods. Therefore, to develop

our explainability proposal, we are integrating a screen for rendering the environment

as seen by humans; a screen with the representation of the agent’s view, considering

that it receives an array as data input; the Q-values referring to each possible action;

the state value (V (s)) over time, where s is the state pointed out; a heatmap relative

to the agent’s input, so it is possible to see which features had more weight for deci-

sion making; and, finally, a visual presentation of the uncertainty associated with each

Q-value. By quantifying model uncertainty, we can provide additional information

about the predictions and decisions made by the model, improving human under-

standing and confidence in that model. For example, suppose our agent is making a

decision based on a Q-value of the action with high uncertainty. In that case, we can

inform that this decision can be unreliable and that more training and exploration

are needed to improve the model’s reliability. The proposal in Figure 7.9 suggests a

generalized way to estimate Q-value and uncertainty by calculating predictions’ mean
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Initialize
input dim, output dim,
hyperparameters, state,

num samples

Create NN with
input dim, output dim,

hyperparameters

Add Dropout (0.5)
Set NN to evaluation mode

Predict next state using NN
with state, num samples

Store predictions

Calculate mean and
standard deviationOutput q value and

uncertainty

Figure 7.9: Abstraction of our proposal DDQN with uncertainty

and standard deviation.

Accordingly, to estimate the uncertainty of actions, we are combining deep learn-

ing, through a neural network and Bayesian inference, by calculating the mean and

standard deviation of predictions, for the composition of Bayesian deep learning as

presented by the Algorithm 9. As stated in the Algorithm 9, the expected output

is q value and uncertainty related to each action that the agent can perform. For

this, we create a neural network NN that receives as input input dim, output dim

and hyperparameters. In addition, one of the passed parameters is a dropout value

equal to 0.5, added after each dense layer in the Q network architecture, creating

a Bayes dropout network [111] necessary to estimate the uncertainty in the Q-value

predictions.

Then we have the function predict bayesian, which uses the neural network NN
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Algorithm 9: Bayesian deep learning to get action uncertainty - DDQN
with uncertainty approach

Input: input dim, output dim, hyperparameters, state, num samples
Output: q value and uncertainty

1 Function create NN(input dim, output dim, hyperparameters):
2 NN ← create new neural network with input dim, output dim, and

hyperparameters

3 Function predict bayesian(state, num samples):
4 Set the neural network to evaluation mode
5 Adjust the dimension of the tensor state to be 2-dimensional
6 Initialize an empty list predictions
7 for i = 1 to num samples do
8 prediction← predict state using the neural network
9 Append prediction to predictions

10 Set the neural network back to training mode
11 Compute the mean and standard deviation of predictions
12 q value← mean of predictions
13 uncertainty ← standard deviation of predictions

to make predictions based on the given state. These predictions are stored in a list for

calculating and returning the mean and standard deviation. The standard deviation

value, mentioned here, represents the uncertainty [42], [112] that the agent has about

a given action (Q-value). The standard deviation provides a dispersion measure of

forecasts around the mean, so the more significant the standard deviation, the greater

the uncertainty in the action (Q-value) forecast. With that in mind, the uncertainty

calculation performed inside Algorithm 9 can be represented by Equation (2.3).

Thus, we use this measure of uncertainty to guide the choice of action to be

taken by our agent, ‘DDQN with uncertainty’, which makes it more cautious in

situations where its predictions are uncertain. Using model uncertainty as one more

explainability mechanism helps users understand which actions the model has less

confidence in and assess the impact of that uncertainty on agent performance. Also,
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users can better understand model limitations by incorporating uncertainty into XAI.

(a) Sample view of CARLA simulator scenario
(b) Simulated city map layout
(Town 04)

Figure 7.10: Simulation environment
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Figure 7.11: Scoring performance comparison between approaches with and without
uncertainty

We utilized the CARLA simulator [113], an open-source platform created for au-

tonomous driving research, to train and test two agents - DDQN and DDQN with

uncertainty - for obstacle avoidance over 1000 episodes. Figure 7.10 shows a visual

representation of the simulator. Thus, Figure 7.10a shows an example of an obstacle
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avoidance scenario, while Figure 7.10b displays the city map, specifically town 04,

that we used in this study.

A comparison of the obtained reward of the two algorithms is shown in Figure 7.11

below. Analyzing this Figure 7.11, we notice that the results of the training scores

are pretty similar, with the ‘DDQN’ agent gaining an advantage at the beginning of

the training and the ‘DDQN with uncertainty’ agent doing better towards the end.

Table 7.2 presents the detailed specifications for both trained agents.

Table 7.2: Training details of evaluated agents

Learning rate 0.1
Batch size 256
Buffer size 20000
Epsilon 1.0
Epsilon decay rate denominator 1.0
Discount rate 0.9
Tau 0.01
Alpha prioritised replay 0.6
Beta prioritised replay 0.1
Incremental temporal-difference error 1e-08

We have created a proposal to explain why the agent makes certain decisions,

and we have provided a detailed explanation in Figure 7.12. The red square labelled

“1” shows the original environment as seen by humans. The red square labelled “2”

displays the Q-values for each possible action. Thus, the redder the square, the higher

the Q-value; the bluer the square, the lower the Q-value. The red square labelled “3”

indicates the level of uncertainty associated with each Q-value. Therefore, the bars

are longer and redder when there is more uncertainty and shorter and bluer when

there is less uncertainty. The uncertainty in this work ranges from 0 (no uncertainty)

to 1 (maximum uncertainty). Red square “4” provides an estimated value (V (s)) over
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Figure 7.12: Details of the explainability screen in our proposal

time for the state, which describes the expected cumulative value of future rewards.

The red square labelled “5” illustrates the input features that are most important

when deciding on an action. The redder the circle, the more relevant the feature

is, and the bluer the circle, the less relevant the feature is. The red square “6”

presents the agent’s view of the environment in which it operates, so in the first

figure of square “6”, from right to left, we have the surrounding detected obstacles

represented as white circles. Next, we have information that defines drivable areas

and lane markings represented by white lines. Moreover, in the last figure referring

to square “6” from right to left, we see the ego vehicle as a white circle indicating its

direction with a white arrow attached to that circle. Finally, the red square “7” gives

the coming action, along with the Q and uncertainty values related to this desired

action.

In Figure 7.12, square “6” represents how the agent views its surroundings. It
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is divided into three smaller squares to show the agent’s attention order. First, the

agent identifies obstacles (right frame), then the drivable area (middle frame), and

finally, its own position and direction in the environment (left frame). The input

features, represented by numbers 1 to 14, and actions, represented by numbers 0 to

7 in Figure 7.12, are explained below. Input features are the information the agent

receives from the environment during each interaction.

input features = 1 : Ego location (Y axis)

= 2 : Ego velocity (Y axis)

= 3 : Ego rotation (yaw)

= 4 : Ego angular velocity (Z axis)

= 5 : Left obstacle location (X axis)

= 6 : Left obstacle location (Y axis)

= 7 : Left obstacle location (Z axis)

= 8 : Right obstacle location (X axis)

= 9 : Right obstacle location (Y axis)

= 10 : Right obstacle location (Z axis)

= 11 : Left obstacle velocity (X axis)

= 12 : Left obstacle velocity (Y axis)

= 13 : Right obstacle velocity (X axis)

= 14 : Right obstacle velocity (Y axis)

actions = 0 : [0.1,−0.5, 0.], Turn Left

= 1 : [0.1, 0.5, 0.], Turn Right

= 2 : [0.7, 0., 0.], Forward

= 3 : [0.5,−0.5, 0.], Accelerate & Turn Left

= 4 : [0.5, 0.5, 0.], Accelerate & Turn Right

= 5 : [0.5, 0.1, 0.], Accelerate & Bear Right

= 6 : [0.5,−0.1, 0.], Accelerate & Bear Left

= 7 : [0.5, 0., 0.], Small Acceleration
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Figure 7.13 presents the result of viewing the behaviour of the agent ‘DDQN’ after

training for 1000 episodes. Observing Figure 7.13a, we see that the first action to be

taken is 7 (small Acceleration), with the maximum Q-value and uncertainty of 0.95.

In addition, the agent focused mainly on features in order of priority 6, 14, 1 and

4 (left obstacle location (Y axis), right obstacle velocity (Y axis), ego location (Y

axis) and ego angular velocity (Z axis)). Observing the figures from 7.13a to 7.13f,

we realize that actions are taken based on the maximum value of Q and that the

uncertainty of the Q-values is not taken into account. Another interesting aspect is

that, based on the estimated value over time, we can follow the expected value of

future rewards over time, noticing that this forecast decreases, indicating that the

agent is not making the right decisions. Finally, in the last frame 7.13f of Figure

7.13, we see that even though the agent sees the vehicle in front of it, as it appears

represented in the agent-rendered screen, the agent does not try to make a detour

and then choose action 3 (Accelerate & Turn Left).

Figure 7.14 shows the behaviour and motivations of the agent ‘DDQN with uncer-

tainty’ to avoid obstacles after training. Analyzing the pictures from 7.14a to 7.14e,

we realize that the agent considers the highest value of Q, which also has the lowest

uncertainty value. Observing the estimated value over time, which shows the expec-

tation of future reward, we see that, initially in pictures 7.14b and 7.14c, this estimate

of reward is decreasing but starts to grow from of the frame 7.14d. This fact means

that the agent has improved its decision-making over time, as its objective is to learn

the policy that maximizes the expected value of future rewards, and this does not
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(a) Observation of initial action taken (b) Observation of the second action taken

(c) Observation of the third action taken (d) Observation of the fourth action taken

(e) Observation of the fifth action taken (f) Observation of the sixth action taken

Figure 7.13: Explanation of the behaviour and actions of the DDQN agent in the
obstacle avoidance scenario

128



always mean choosing actions that lead to states with the highest possible values in

all situations. According to the information in the figure, we can see that our agent

‘DDQN with uncertainty’ can avoid the first obstacle that appears in front of it, but

it has difficulties bypassing the second. Analyzing the frames 7.14d and 7.14e and

comparing the human-rendered screen with the agent-rendered screen, we see that

in the human-rendered screen, the agent does not seem to have deviated from the

vehicle in front of it. However, on the agent-rendered screen, in addition to the space

between the agent and the obstacle that seems to be bigger than it really is, we can

see an attempt to rotate to the left with the move forward action, chosen in the last

frame 7.14e.

Comparing Figures 7.13 and 7.14, we can say that agent ‘DDQN with uncer-

tainty’ in Figure 7.14 performed better than agent ‘DDQN’ in Figure 7.13, as this

last one was unable to dodge any obstacles in front of it. Meanwhile, agent ‘DDQN

with uncertainty’ managed to avoid the obstacle by considering only high Q-values

whose uncertainty value is less than or equal to 0.6. Moreover, the input features

considered most relevant by the ‘DDQN with uncertainty’ agent are consistent with

its chosen actions. On the other hand, some input features considered relevant to

the ‘DDQN’ agent do not match the action. For example, the relevance that the

‘DDQN’ agent gives to input feature 1 (Ego location (Y axis)) when choosing action

7 (small acceleration) in Figure 7.13d. With the proposed explanation of the agent’s

behaviour and actions, we can understand how the agent thinks, which helps identify

and correct possible errors or biases in the model, thus improving its performance
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(a) Observation of initial action taken (b) Observation of the second action taken

(c) Observation of the third action taken (d) Observation of the fourth action taken

(e) Observation of the fifth action taken

Figure 7.14: Explanation of the behaviour and actions of the DDQN with uncertainty
agent in the obstacle avoidance scenario
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and effectiveness.

In Figure 7.15, we can see why the agent made the wrong decision. The human-

rendered screen shows that the agent was too close to the vehicle in front. However,

when looking at the agent-rendered screen, we see that there was actually more space

between the obstacle and the agent, making it appear closer to the side of the obstacle

rather than behind it. By analyzing the heatmap of input features, we can see that

the most relevant feature for decision-making was the Ego angular velocity (Z axis),

followed by the Right obstacle velocity (X axis), Ego location (Y axis), and Left

obstacle location (X axis). It shows that the left obstacle was given the most minor

importance in the decision-making process. Despite the chosen action (accelerate &

bear right) having a maximum Q-value and an uncertainty value lower than 0.6, it

can still result in a negative outcome: a collision with the obstacle ahead.

Figure 7.15: Agent error explanation

Table 7.3 compares the works related to our proposal. The points considered
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for the analysis of each work are whether the approach offers a visualization of the

original environment (as seen by human beings), a visualization of what the agent’s

view of that same environment is like, a presentation of the action to be taken by the

agent, explanation of this action performed and the type of environment used in each

proposal (if the environment is more realistic or some game).

Table 7.3: Comparison of our approach and related works

Study Original
env.

Agent
vision of
the env.

Taken
action

Taken
action
expla-
nation

Test environment

[55] ✓ ✗ ✓ ✓ Grid-world,
Seaquest (Atari),
HalfCheetah (Mu-
JoCo)

[56] ✗ ✗ ✗ ✗ 12 different games
[57] ✓ ✗ ✗ ✓ Chess, Atari and

Go games
[114] ✓ ✗ ✗ ✓ Ms. Pacman game
[58] ✓ ✓ ✗ ✗ CARLA simulator
Our ✓ ✓ ✓ ✓ CARLA simulator

Analyzing Table 7.3, we noticed that most of the approaches used games to test

their proposals, only the work [58] and our approach used more realistic scenarios,

CARLA simulator. Most works also do not show how the agent sees the environment,

as it does not see it like humans. In summary, only our proposal satisfies all the points

analyzed in the table.
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Chapter 8. Conclusion and Future Works

8.1 Conclusion

In conclusion, this dissertation results from extensive research, experiments and evalu-

ations that resulted in the development of eight scientific articles. These publications

discuss the significance of context awareness in enhancing the effectiveness of au-

tonomous systems. They also explore research and application of various techniques

to increase context awareness. Furthermore, our studies investigate effective and ef-

ficient ways of processing tasks remotely, knowing that some autonomous systems,

such as autonomous vehicles, have limited local resources. Another significant contri-

bution of this research is the proposal to quantify uncertainty in predictions made by

ML algorithms and how we can use this uncertainty to explain the decision-making

and behaviour of these algorithms, contributing to raising human confidence in ML

predictions.

We start presenting the use of noise as a valuable and efficient resource to encour-

age the exploration of autonomous agents. That is crucial because the RL approach

helps solve machine learning problems through self-exploration and when training

samples are not provided. In this way, knowing more and better its environment,

the autonomous agent becomes effectively aware of its context, which enables it to

make better decisions. Thus, we fuse the application of OU and Gaussian noises

with the RL agent policy network. This approach’s advantage is the decrease in

the autonomous agent’s action certainty for the training phase, which will take more
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stochastic actions and, consequently, better exploit its training environment. Fur-

thermore, that fact favours a better response of the agent to unusual situations in the

environment. We present the potential and superiority of stochasticity in exploring

using autocorrelated temporal noise generated by the Ornstein-Uhlenbeck process,

improving the autonomous vehicle’s exploration, as well as other autonomous agents’

exploration, in the control tasks that provided better rewards.

Continuing with our study, we developed an edge-centric workload orchestration

proposal that takes advantage of the benefits offered by machine learning. In this way,

we managed the limited onboard processing capacity and minimized the response time

for connected autonomous vehicles. After this, we progressed our research toward the

development of a collaborative task management system for Connected Autonomous

Vehicles (CAVs) using edge, fog, and cloud computing. Then, we compared our

proposed approaches with other methods and found that our techniques performed

best in predicting the server service time and executing tasks within the deadline.

We also concluded that our proposed distributed approach had a better performance

when compared to our previous centralized one.

Also, we developed a model that considers ML, sensitivity analysis and uncer-

tainty measurements for complex events composition for classification and regression

problems. We have found that conformal prediction with machine learning mod-

els and sensitivity analysis allows for more accurate predictions of potential failures.

We also proposed enhancing the transparency and interpretability of decision-making

processes in autonomous systems by integrating uncertainties in XAI. We achieve this
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by combining Bayesian deep learning with uncertainty-aware planning. To demon-

strate the impact of these uncertainties on the RL agent’s choices, we use the DDQN

algorithm as a reference and present graphs that visually depict the uncertainty esti-

mates.

This research has resulted in several significant contributions to the field of au-

tonomous systems. The proposed methodologies and models increase not only the

context perception of these systems but also present effective ways of managing re-

mote tasks and improving the decision-making process by incorporating uncertain-

ties. We demonstrate how the use of noise can benefit the learning of autonomous

agents and how a workload mapping approach can optimize the efficiency of connected

autonomous vehicles. Furthermore, our conformal prediction model and sensitivity

analysis, combined with integrating uncertainties into explainable AI, have proven to

be effective in predicting potential failures and improving the transparency and inter-

pretability of autonomous systems. We believe that these advances will substantially

contribute to the advancement and widespread acceptance of autonomous systems in

several practical applications, and we trust that this work will serve as a solid basis

for future investigations in the area.

8.2 Future Work

As the work in [115] highlights, efficient exploration remains one of the most signif-

icant issues in reinforcement learning, and every improvement made contributes to
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increasing performance in this field. Therefore, in future works, more tests and ex-

periments need to be performed to analyze the power of noise generated by the OU

process in increasing RL agents’ performance in both continuous and discrete action

space. For the next steps, we should study how noise volatility acts during agent

training in different contexts and domains, such as autonomous vehicles. Besides, we

need to verify how the mean reversion speed variation can positively or negatively

affect the agent.

One of our limitations is related to the fact that we have not tested in real-

world environments. However, instead, we use simulators with different types of

simulations containing tasks with different difficulty levels. For example, we could

have developed an autonomous car prototype using technologies such as Arduino,

raspberry and Jetson, and different environment models where this car could perform

some tasks. Nonetheless, developing these tools would take too much time, limiting

the time for research application. Therefore, we used different simulators with tasks

of varying levels of complexity, ranging from pendulum and Atari games to humanoids

and vehicles.

In order to use our work in the real world, it is indispensable to use real-world task

datasets from automobiles in actual conditions, like trips from point A to point B,

including scenarios like traffic jams and accidents. Additionally, we can expand our

approach to other types of non-terrestrial automobiles, like drones and ships, when

considering mapping and scheduling tasks.

It is important to note that our work does not cover cybersecurity in MEC net-
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works because it is outside our scope. However, we stress the significance of imple-

menting strong security measures in all system components, including mobile devices,

edge, fog, and cloud. This includes ensuring secure communication between them and

implementing measures like data encryption, user authentication, access control, and

consistent monitoring for any suspicious or malicious activity. The papers [103], [104]

have highlighted a handful of measurements as essential.

To quantify uncertainty and its use in explaining algorithm actions and behaviour,

we plan to explore how to incorporate other types of data, such as camera footage,

social media, and sensor data, into our proposal. Another way to expand on this

research is by exploring other methods of uncertainty, like hierarchical deep Bayesian

neural networks. These techniques can help improve the accuracy of uncertainty

predictions. Additionally, we plan to test our proposal with real users to confirm that

they understand the explanations provided.

Another limitation of our work to be raised is the fact that we have yet to test

our visual representation model that shows how uncertainty influences the agent’s

behaviour and decisions with other types of machine learning algorithms, such as

supervised and unsupervised learning. Our research mainly focuses on contextual

learning and how autonomous agents interact with their environment. Because of

this, we primarily consider reinforcement learning and its challenges. However, we

can evaluate our approach to other types of learning in future studies.
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