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ABSTRACT

In this dissertation, we propose a creative approach to advance 5G network tech-

nologies by investigating the impact of employing an underlay spectrum sharing (USS)

scheme on the performance of two massive multi-input-multi-output (MIMO) networks.

We explore an USS approach where a multi-user massive MIMO network (primary net-

work (PN)), i.e., the owner of the frequency spectrum, allows another multi-user massive

MIMO network, the secondary network (SN), to utilize its allocated spectrum to serve

secondary users (SUs). Within this context, we devise joint power allocation and beam-

forming techniques at the SN for both conventional time-division duplexing (C-TDD)

and reverse time-division duplexing (R-TDD) protocols. In the C-TDD approach, both

the PN and SN operate concurrently in either the uplink (UL) or downlink (DL) modes.

In the R-TDD protocol, the PN and SN do not simultaneously operate in the UL or DL

modes. It is worth noting that, during the training phase of the PN (learning phase of

the SN), all the SN’s nodes remain silent and listen to the PN to acquire as much infor-

mation as possible about the PN. The optimization problems aim to maximize the SN’s

achievable sum-rate in both UL and DL, while guaranteeing the minimum acceptable

individual rate for each primary user (PU) and satisfying the SN’s power constraints.

Effective solutions are proposed for both the C-TDD and R-TDD protocols, including

novel methods to mitigate interference caused by the SN’s nodes to the PN’s nodes

during UL and DL phases. We assume that the PN parameters are set by the PN inde-

pendently, without considering the presence of the SN, to minimize the SN’s potential

impact on the PN’s frame structure and system design. Our simulation results demon-

strate that for a moderate-scale SN coverage area, both C-TDD and R-TDD approaches

reveal almost comparable performance. Additionally, changes in the SN’s settings have

a small effect on the total sum-rate of the PN when our proposed method is employed.

Finally, for all tested values of the number of antennas at the secondary base stations

(SBS), the R-TDD approach outperforms the C-TDD approach when the SN coverage

area is large, and vice versa.
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Chapter 1

Introduction

1.1 Motivation

1.1.1 5G Technology

Over the past few decades, cellular communication has undergone a continuous evo-

lution characterized by the introduction of various network architectures [2], multiple

access techniques [3, 4], and emerging technologies [5]. This evolution has been driven

by the ever-growing demand for improved quality of service, higher data rates, superior

spectral efficiency, increased capacity, and reduced latency [6–8]. In response to these

expectations, significant strides have been taken in the design of cellular systems to

meet the growing needs and demands of users [9, 10]. Among these advancements, 5G

technology has emerged as a revolutionary force that holds the promise of transforming

the existing wireless network landscape with its exceptional capabilities and innova-

tive features [10]. 5G brings a new era to the field of communication, empowered by

emerging technologies like massive multi-input multi-output (MIMO) [11], internet of

things (IoT) [12], millimeter-wave (mm-Wave) [13], spectrum sharing in cognitive radio

networks [14, 15] and more. These technologies serve as enablers for the unparalleled

potential of 5G.
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1.1.2 Massive MIMO

Massive MIMO technology offers numerous advantages for wireless communication,

particularly in the 5G networks field [16]. By deploying a large number of antennas

at both the transmitter and receiver, or only on one side, massive MIMO significantly

enhances the performance and efficiency of wireless systems [17–19]. One key benefit

is the substantial increase in spectral efficiency [20]. In addition, higher data rates and

improved capacity of wireless networks are enabled [16, 21]. With the ability to serve

multiple users simultaneously, massive MIMO provides spatial multiplexing gains, ef-

fectively utilizing the available spectrum resources and optimizing network through-

put [22–26]. The technology also offers enhanced interference management capabilities

by employing advanced signal processing techniques, such as beamforming and spatial

nulling [27–30]. This enables better coexistence in dense deployment scenarios and mit-

igates interference, resulting in improved overall system performance. Moreover, mas-

sive MIMO systems demonstrate robustness against channel fading and small-scale vari-

ations, ensuring reliable and consistent connections [31]. Furthermore, massive MIMO

enhances energy efficiency by utilizing advanced algorithms for optimized resource al-

location and power control, leading to reduced power consumption. The deployment of

massive MIMO in 5G networks unlocks the potential for massive connectivity, support-

ing a massive number of devices and enabling IoT applications. Overall, massive MIMO

technology is a fundamental block of 5G networks, offering higher spectral efficiency,

improved capacity, enhanced interference management, and energy efficiency.

1.1.3 Beamforming

Beamforming is an effective technique employed in wireless communication systems,

including 5G technology, to enhance the performance and efficiency of signal transmis-

sion [32,33]. It involves the precise shaping and directing transmitted or received signals

using an array of antennas. Beamforming allows for the focusing of signal energy in

specific directions, enabling improved signal quality, extended coverage, and increased

2



Figure 1.1: Massive MIMO with beamforming

capacity [34, 35]. In the context of 5G, massive MIMO beamforming techniques have

gained significant attention. Massive MIMO beamforming utilizes a large number of an-

tennas at both the transmitter and receiver, enabling the system to exploit spatial diver-

sity and multiplex multiple users concurrently. By leveraging the high spatial resolution

and channel capacity provided by massive MIMO, beamforming in 5G enhances the

signal strength, mitigates interference, and increases spectral efficiency. This technique

optimizes the transmission of data to multiple users simultaneously, leading to improved

data rates, higher network capacity, and enhanced overall system performance [36]. The

combination of beamforming and massive MIMO ( Figure 1.1) in 5G technology of-

fers substantial potential for meeting the increasing demands of high-speed and reliable

wireless communication, supporting various applications such as high-definition video

streaming and IoT deployments [37].

1.1.4 Spectrum Sharing

Spectrum sharing is a technique that allows multiple wireless communication systems

to effectively utilize the limited available spectrum resources [38]. In the context of

5G, spectrum sharing is crucial for improving spectrum efficiency and accommodating

3



the growing demand for wireless services [39, 40]. A spectrum sharing network typ-

ically comprises two networks: the primary network (PN) and the secondary network

(SN). The PN holds exclusive rights or licensed access to a specific portion of the ra-

dio frequency spectrum. In spectrum sharing scenarios, the SN coexists with the PN

and opportunistically utilizes the spectrum resources of the PN under predefined condi-

tions and constraints. Spectrum sharing techniques can be classified into three primary

paradigms: underlay, overlay, and interweave [41]. Underlay spectrum sharing (USS)

is highlighted in the existing literature as one of the paradigms, where secondary nodes

(secondary transmitter(s) and secondary receiver(s)) are allowed to operate alongside

primary nodes (primary transmitter(s) and primary receiver(s)) while ensuring that in-

terference remains below a specified threshold [42, 43]. This constraint is crucial to

maintain the quality of service (QoS) for the PN. In contrast, the overlay scheme en-

ables collaboration between the SN and the PN, allowing simultaneous transmission by

both networks. In this scheme, the interference generated by the SN can be compen-

sated by utilizing a portion of the SN’s power to retransmit PN signals [44, 45]. This

requires the SN to possess knowledge of the primary users’ (PUs) codebooks and mes-

sages [46, 47]. Another spectrum sharing paradigm mentioned is interweave spectrum

sharing, where the SN opportunistically accesses the spectrum holes of the PN to avoid

causing interference to the PN nodes. The SN operates only when the PN does not

utilize the spectrum, ensuring interference-free communication for the PN [48, 49]. By

incorporating spectrum sharing techniques, 5G networks can efficiently utilize spec-

trum resources, improve spectrum efficiency, and accommodate multiple networks and

users. These techniques play a vital role in optimizing spectrum utilization, enhanc-

ing the overall capacity and performance of wireless networks, as well as satisfying the

increasing demands of 5G applications [40, 50, 51].

1.1.5 TDD and FDD

Time-division duplexing (TDD) and frequency-division duplexing (FDD) are duplexing

techniques widely used in wireless communication networks [52, 53]. In TDD, bidirec-

4



Figure 1.2: Spectrum sharing [1]

tional communication can be enabled over a shared frequency channel by dividing time

into alternating time slots for uplink (UL) and downlink (DL) transmissions [54,55]. In

contrast, UL and DL transmissions are separated in FDD technique, using distinct fre-

quency bands [56, 57]. Several advantages are achieved when TDD is utilized. Firstly,

it allows for flexible allocation of UL and DL time slots, making it adaptable to vary-

ing traffic patterns. TDD systems can dynamically adjust the allocation ratio based on

demand, optimizing resource utilization and enhancing system capacity [58, 59]. In

massive MIMO systems, where traffic patterns can demonstrate substantial variations,

TDD’s adaptability is noticeable [60]. Secondly, employing TDD, which provides com-

munication networks with the benefits of symmetrical channel characteristics, simpli-

fies the implementation of techniques like beamforming and interference cancellation.

TDD is extensively employed in wireless systems like Wi-Fi and certain 4G and 5G

networks [61–63]. In contrast, utilizing FDD provides advantages through its clear sep-

aration of UL and DL transmissions. As different frequency bands are used in FDD

for transmission and reception, a consistent QoS for both UL and DL can be guaran-

teed. Simultaneous transmission and reception are possible, reducing interference and

enabling better coverage [62, 63]. FDD is widely used in established cellular networks
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such as the global system for mobile communications (GSM) and long-term evolution

(LTE) [63–65]. Each technique has certain limitations. Employing TDD may increase

interference between UL and DL due to shared frequency resources, potentially affect-

ing system performance [62, 66]. In communication networks, when FDD technique

is utilized, dedicated frequency bands for UL and DL are required, which can lead to

spectrum fragmentation and inefficient spectrum utilization [63]. The choice between

TDD and FDD depends on specific application requirements, traffic characteristics, and

the trade-off between flexibility and improved coverage.

1.1.6 Spectrum Sharing in Massive MIMO

Spectrum sharing in massive MIMO networks is a technique that enables efficient uti-

lization of limited radio spectrum resources while catering to the increasing demands of

wireless communication in the context of emerging technologies like 5G [67–69]. This

technique facilitates the coexistence of multiple systems by allowing them to share the

same frequency bands. One of the key benefits of spectrum sharing in massive MIMO

networks is the significant improvement in spectral efficiency [51]. By efficiently al-

locating and sharing spectrum resources among different networks or users, spectrum

utilization is optimized, leading to higher data rates, and improved overall system per-

formance. The use of massive MIMO further enhances the benefits of spectrum sharing

by leveraging spatial multiplexing and beamforming capabilities. The large number of

antennas enables the system to exploit spatial diversity and multiplex multiple users

concurrently, resulting in improved signal quality, enhanced coverage, and reduced in-

terference [22, 70–72]. Moreover, spectrum sharing in massive MIMO networks pro-

motes flexibility and scalability. It enables seamless integration of various technologies,

services, and applications within the same frequency bands, facilitating the provision

of diverse services to meet the varying needs of users. By effectively sharing spectrum

resources, massive MIMO networks can accommodate the growing number of users and

applications while ensuring efficient and reliable communication [68, 73, 74]. There are

several studies in the literature that focus on the utilization of spectrum sharing in mas-
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sive MIMO systems, where the PN shares the network information, i.e., the channel

state information (CSI) of the PUs with the SN. We aim to minimize this information

exchange. This goal is achieved by proposing a novel frame structure and designing a

learning phase for the SN to listen to the PN and acquire as much information as pos-

sible about the PN during this phase. By employing this approach, the burden on the

PN imposed by the SN is effectively mitigated. Two distinct frame structures for the

training, uplink, and downlink alignment of the PN and SN are devised, and the system

performance is subsequently compared.

1.2 Objectives and Methodologies

This section provides an overview of the objectives and research methodologies that will

be pursued in the subsequent chapters of this dissertation.

1.2.1 C-TDD Approach in Multi-User Massive MIMO Networks
with USS

Objective

• Chapter 3 of this dissertation focuses on the joint optimization of power alloca-

tion and beamforming in a single-cell wireless system comprising two networks,

namely, the PN and SN. We employ the USS technique to enable the SN’s op-

portunistic use of the PN’s spectrum. This is done while respecting constraints

to keep the interference below a certain threshold accepted by the PUs in both

UL and DL and satisfying the SN’s power constraints. The study considers con-

ventional time-division duplexing (C-TDD) for PN and SN’s UL and DL. The

channels are assumed to be reciprocal and flat fading, considering both perfect

and imperfect CSI. The primary goal is to maximize the total sum-rate of the SN

in UL and DL while the individual rate requirements of the PN’s users are guar-

anteed and SN’s power constraints are satisfied. Furthermore, we aim to mitigate

disruptions caused by the SN during collaboration and sharing the PN informa-
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tion. We seek to find the optimal beamforming technique to reduce interference

from the SN nodes on the PN nodes in both the UL and DL modes.

Methodology

• In Chapter 3, we consider a cognitive radio scheme where two massive MIMO

networks, the PN and SN, are intended to operate in the same frequency spec-

trum. Our goal is maximizing the total sum-rate of the SN in UL and DL while

the constraints of the PN and SN are satisfied. In our proposed wireless commu-

nication system, we assume that both networks are multi-user. The PN owns the

licensed frequency spectrum, and the SN employs USS to access the PN’s spec-

trum under specific conditions. The UL and DL modes for both PN and SN occur

concurrently using C-TDD. A frame structure is designed, including phases of

learning, training, UL, and DL for the SN. During the learning phase, SN is quiet,

listening to the PN transmissions to gather PN’s information. A spatial arrange-

ment is established for PN and SN co-locations. The SN is located in the corner of

the PN area, and the primary base station (PBS) and secondary base station (SBS)

are located at the centers of the PN and SN, respectively. User terminals, the

primary users (PUs) and secondary users (SUs), are randomly distributed within

their designated regions. We assume that all channels are flat fading, recipro-

cal, and do not vary with time within their coherence time. While the PN does

not take into account the presence of the SN in designing the PN parameters, the

SN must recognize all PN nodes and control SN interference during UL and DL

transmissions. Our optimization problem targets UL and DL sum-rate maximiza-

tion of the SN while satisfying the SN’s power and PUs’ data rate constraints.

This main optimization problem can be separated into UL and DL sub-problems,

each includes the respective objective functions and associated constraints. In the

UL state of the SN, some approximations are necessary to reformulate the con-

straints of optimization problem. Beamforming and power allocation coefficients

are meticulously devised for both PN and SN, employing distinct beamforming
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techniques in the UL and DL modes. Power allocation for the PUs and SUs is

calculated using techniques like water-filling. Numerical analyses show the effi-

cacy of our solutions, significantly amplifying spectral utilization in Scenario A.

Further assessments illustrate the influence of SN presence on PN’s UL and DL

performance, and examine the implications of perfect and imperfect CSI, as well

as the impact of our approximations.

1.2.2 R-TDD Approach in Multi-User Massive MIMO networks with
USS

Objective

• Chapter 4 of this thesis builds upon the system model introduced in Chapter 3,

where the focus remains on the joint optimization of power allocation and beam-

forming. However, in this chapter, the approach shifts to employing R-TDD to

define the UL and DL alignment of both PN and SN. The primary objective is to

obtain an optimized solution that addresses the joint design of beamformers and

power allocation for user terminals to maximize the overall sum-rate of the SN in

both UL and DL. This optimization problem is subject to crucial constraints, en-

suring that the signal-to-interference-plus-noise ratios (SINRs) at the PUs main-

tain certain predefined thresholds while also satisfying the power constraints of

the SN. We aim to leverage the knowledge of the subspace of two base stations

in the SN to transmit in the spectrum holes of the PN and safeguard the PN from

interference caused by the SN.

Methodology

• In Chapter 4 of our thesis, we address the challenge of maximizing the total sum-

rate of the SN within our wireless communication system model. In contrast to

chapter 3, our focus now shifts to the use of R-TDD to align the UL and DL modes

of the PN and SN. Unlike C-TDD, where the PN’s UL coincides with the SN’s

UL and vice versa, R-TDD synchronizes the PN’s UL with the SN’s DL and the
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PN’s DL with the SN’s UL. As mentioned in Chapter 3, we assume that all chan-

nels are reciprocal, flat fading, and do not vary with time within their coherence

time. While the design of PN parameters remains independent of the SN’s pres-

ence, the SN must identify all PN nodes and regulate its impact on them during

signal transmission. We address this challenge through an optimization problem,

with the objective function aiming to maximize the SN’s sum-rate in both UL and

DL, while satisfying the SN’s power constraints and ensuring the minimum ac-

ceptable individual rate for all PUs. Similar to chapter 3, this core optimization

problem can be divided into separate UL and DL optimization sub-problems, each

with its respective objective functions and constraints. Notably, in Scenario B, no

approximation is required to solve the optimization problems. During the learn-

ing phase, the SN gathers PN information. Furthermore, we thoroughly design

beamforming and power allocation coefficients for both the PN and SN, lever-

aging distinct beamforming techniques for UL and DL states in each network.

Our numerical results demonstrate the effectiveness of our solutions, significantly

enhancing spectral utilization in Scenario B. Additionally, we investigate the im-

pact of varying SN parameters on the performances of both the PN and SN under

various parameter settings.

1.3 Summary of Contributions

The principal contributions of this present dissertation are outlined below:

• One of the primary objectives of this study is to efficiently exploit the limited

frequency resources in wireless communication systems. To achieve this goal, a

USS scheme is employed and a communication frame is devised for the SN. This

frame dictates that the SN nodes start communicating only after the PN’s training

phase to protect the PN’s training performance. During the PN’s training phase,

referred to as the learning phase of the SN, all nodes in the SN remain silent and

listen to the PN. This strategic approach enables the SN to estimate the CSI of the
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PUs, thus significantly reducing the extent of cooperation required between the

PN and the SN for channel estimation purposes.

• In this research, we study two distinct scenarios founded on the alignment of UL

and DL modes between the PN and SN. Harnessing the adaptability and spec-

tral efficiency inherent in TDD, the investigation employs conventional TDD (C-

TDD) in Scenario A and reverse TDD (R-TDD) in Scenario B. Within both Sce-

narios A and B, a comprehensive approach is undertaken to jointly design the

SBS’s transmit and receive beamformers, as well as the SN’s power allocation

scheme for both UL and DL phases. To do so, two optimization problems are for-

mulated, corresponding to Scenarios A and B. These problems aim to maximize

the SN’s sum-rates while considering the power constraints of the SN’s nodes

and guaranteeing the given data rates of the PUs. Solutions for these optimiza-

tion problems are presented. Notably, the optimization problem corresponding to

each scenario can be separated into two independent optimization problems: one

dedicated to the SN’s UL and the other dedicated to the SN’s DL.

• In Scenario A, we adopt a accurate approach to address the SN’s UL phase op-

timization problem. We employ the modified zero-forcing (MZF) beamforming

strategy, as proposed in [75] to design the receive beamformers at the SBS. This

MZF technique allows the SBS to fully protect itself from interference caused by

the PUs, while also ensuring that each SU is shielded from interference caused by

other SUs. Following this, we extend our approach to design the power alloca-

tion schemes for the SUs through a computationally efficient convex optimization

problem. Shifting focus to the SN’s DL phase within Scenario A, we once again

apply the MZF beamforming methodology to design the SBS’s transmit beam-

formers. This strategic choice empowers the SBS to provide comprehensive pro-

tection to the PUs. Notably, our devised scheme leads to a unique opportunity for

the SN to operate efficiently in the spatial spectrum holes of the PN. Leveraging

the effectiveness of the MZF, our solution for the SBS’s power allocation strategy
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ultimately converges to a water-filling type algorithm. This approach efficiently

resolves the optimization problem while maintaining computational efficiency.

• Solving the optimization problem in Scenario B for the SN’s UL phase requires

an advanced approach. To ensure the comprehensive protection of the SBS from

the interference caused by the PBS, we strategically design receive beamformers

at the SBS. To achieve this, we propose a novel zero-forcing beamforming (ZF

BF) method that effectively utilizes knowledge of the subspace of the SBS-PBS

channel matrix, in addition to the SBS-SU channel matrix. Notably, our proposed

zero-forcing (ZF) method does not require any DL training, significantly reducing

training overhead for both the PN and SN. By adopting our proposed ZF approach,

we determine the optimal power allocation scheme for the SUs through a convex

optimization problem. In the SN’s DL phase within Scenario B, we employ our

newly proposed subspace-based ZF technique as the transmit beamformers of the

SBS. This strategic choice empowers the SBS to entirely shield the PBS from the

interference caused by the SBS. Based on these transmit beamformers, our study

demonstrates that the optimum power allocation scheme for the SBS leads to a

water-filling type algorithm, which offers an efficient and effective solution for

the optimization problem.

• During the simulation section, it is shown that when the SN’s coverage area is

large (small), Scenario B outperforms (underperforms) Scenario A in terms of the

total achievable sum-rate of the SN, for all tested values for the number of an-

tennas at the SBS. In case of moderate SN’s coverage areas, the performances of

these two Scenarios are close to each other. Furthermore, our numerical experi-

ments indicate that the SN’s parameter variations have a minimal impact on the

PN’s sum-rate when our proposed scheme is implemented. Additionally, we illus-

trate that the impact of the imperfect CSI on our proposed technique is negligible,

when we employ the channel estimation techniques proposed in [76]. Finally, we

compare the performance of our proposed scheme with an existing work.
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1.4 List of Publications

The research undertaken in this dissertation has resulted in the following publication

[77].

1. R. Saif, Z. Pourgharehkhan, S. ShahbazPanahi, M. Bavand, and G. Boudreau,

“Underlay Spectrum Sharing in Massive MIMO Systems”, IEEE Transactions on

Cognitive Communications and Networking, vol.9, no.3, pp.647-663, 2023.

1.5 Outline of Dissertation

The subsequent chapters of this dissertation are structured to provide a comprehensive

understanding of our research objectives.

In Chapter 2, an extensive survey is conducted, exploring recent research discover-

ies relevant to our contexts concerning, massive MIMO and spectrum sharing techniques

that cater to the requirements of 5G networks.

In chapter 3, we study the joint power allocation and beamforming challenge within

a wireless communication system. This system consists of two multi-user networks,

each equipped with a massive MIMO base station serving their respective users. One

network (PN) has the frequency band ownership, while the other network (SN) seeks

to access this frequency band through the USS mechanism under the C-TDD approach,

denoted as Scenario A. We formulate an optimization problem with the aim to maximize

total sum-rate of SN while satisfying the constraints associated with interference man-

agement and power allocation budgets. This leads to the derivation of optimal power

allocation and beamforming coefficients for both networks.

In Chapter 4, the investigation extends to explore the implications of the R-TDD

approach, designated as Scenario B, on the performance of the networks established

within the system model presented in Chapter 3. A comprehensive evaluation of net-

work performance in the UL and DL states is conducted, followed by an assessment of

the impact of network-specific parameters on both networks’ performances within the
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context of both scenarios.

Chapter 5 summarizes everything, presenting a clear summary of the findings and

suggesting directions for future research.

1.6 Notations

Boldface lowercase and uppercase letters are employed for column vectors and matrices.

The transpose, Hermitian, conjugate, and pseudoinverse of matrix X are indicated as

XT , XH , X∗ and X†, respectively. Notations I and 1 represent the identity matrix and a

vector with all elements set to one, respectively. Lastly, ‖x‖ denotes the Euclidean norm

of vector x, and � signifies the Hadamard product. The frame consists of Nf symbols,

with Nt symbols allocated for training, Nup symbols for uplink, and Ndp symbols for

downlink phases. The relationship Nf = Nt + Nup + Ndp holds. The frame index is

denoted by f , and the total frames in both scenarios are represented by F . We assume

flat fading channels that are reciprocal and remain constant within their coherence time.
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Chapter 2

Literature Review

2.1 Multi-User Networks

Wireless communication has undergone remarkable evolution, transitioning from its

initial focus on point-to-point communication to addressing the growing demand for

simultaneous multi-user connectivity [78–80]. The concept of multi-user networks,

where multiple users can communicate and share resources concurrently, has signifi-

cantly shaped the development of wireless communication systems. In the early years

of wireless communication, systems were primarily designed for single-user scenarios.

However, as the demand for multi-user networks and efficient connectivity grew, re-

searchers and engineers began to explore the possibilities of enabling communication

among multiple users within the same network infrastructure. This shift marked the

emergence of multi-user networks and it is a crucial moment in the wireless commu-

nication landscape [81]. Initial attempts in multi-user networks aimed to accommodate

more users simultaneously and improve spectral efficiency. Multi-user networks of-

fer many advantages, leading their multiplication to modern wireless systems [82, 83].

The most notable advantage is increased capacity [84–86]. By enabling multiple users

to share the available resources, multi-user networks effectively leverage the available

spectrum, boosting the overall system capacity. This capacity enhancement is particu-

larly crucial in meeting the growing demands of data-intensive applications and devices.

Moreover, multi-user networks promote efficient resource utilization. By allowing con-
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current communications, these networks reduce idle time and optimize the use of radio

resources, resulting in improved spectral efficiency [85]. This efficiency directly leads

to enhanced user experiences and enables service providers to serve larger user-base net-

works. While multi-user networks offer remarkable benefits, they also introduce com-

plexities and challenges. One of the primary challenges is interference management.

As multiple users communicate simultaneously, interference between users can degrade

the quality of service [87]. Designing algorithms and protocols to mitigate interference

and ensure fair resource allocation becomes critical in multi-user networks [88]. Over

the years, the concept of multi-user networks has evolved, powered by advancements in

technology, such as massive MIMO [89, 90] and cognitive radio [91, 92]. These tech-

nologies have enabled even more efficient resource allocation, interference mitigation,

and improved overall network performance. Looking ahead, the emergence of 5G and

beyond results in even more sophisticated multi-user network architectures to meet the

demands of a hyper-connected world [93]. This journey of wireless communication

from single-user to multi-user networks shows the strong commitment to enhance ca-

pacity, efficiency, and user experiences.

2.2 Spectrum Sharing Technique

Spectrum sharing is a promising solution in wireless communication, addressed the

ever-increasing demand for spectrum resources [94]. The history of spectrum sharing

traces back to the early days of wireless communication. The introduction of cellular

networks marked a significant milestone in the evolution of spectrum sharing. The con-

cept of cellular networks allowed for the reuse of frequencies across cells, effectively en-

abling spectrum sharing among multiple users. The implementation of frequency reuse

patterns in cellular networks paved the way for more efficient spectrum utilization and

greater capacity [95,96]. The late 1990s and early 2000s saw the emergence of cognitive

radio [97], a revolutionary technology that introduced dynamic spectrum access [98,99].

Cognitive radio systems intelligently sense and utilize available spectrum bands oppor-
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tunistically, dynamically allocating frequencies based on real-time spectrum availability.

This technology enabled SN’s nodes to access spectrum bands that were underutilized

by PN’s nodes [41, 94, 100–102], thereby optimizing spectrum utilization while mini-

mizing interference [103]. In some networks, in return, the SN may pay a fee [104]

and/or may help the primary network to improve the quality of service provided to the

primary users [105]. Today, spectrum sharing has become a critical strategy in the face

of spectrum scarcity and the increasing of wireless devices and applications. While

spectrum sharing offers immense potential, it also poses challenges such as interference

management, regulatory issues, and ensuring fair coexistence between different users.

Researchers and industry stakeholders continue to explore advanced technologies, such

as advanced modulation schemes, interference mitigation techniques, and cooperative

spectrum sharing, to address these challenges and unlock the full potential of spectrum

sharing [106–109].

2.3 Massive MIMO Technology

Massive MIMO is a revolutionary technology that has transformed the topography of

wireless communication systems. It represents a paradigm shift from traditional an-

tenna configurations to systems with an extraordinary number of antennas at both the

transmitter and receiver [110]. The concept of massive MIMO in wireless communi-

cation emerged in the early 2000s through the foundational work of researchers like

Gerard J. Foschini [21] and Thomas L. Marzetta [111, 112]. Their pioneering ideas

centered around deploying a large number of antennas at base stations, paving the way

for the revolutionary massive MIMO technology. Subsequent research advancements

demonstrated the potential benefits of increased spectral efficiency [72, 110, 113–117],

link reliability [118, 119], and energy efficiency [17] with massive antenna arrays. As

technology evolved, practical implementations and testbeds were developed, leading

to its incorporation into standards by organizations like the 3rd Generation Partnership

Project (3GPP) for 4G and 5G networks [120]. In the 2010s, massive MIMO witnessed
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its debut in commercial networks [121, 122]. Mobile network operators recognized its

potential to address the explosive growth in data demand and the need for higher net-

work capacity [114]. With the rollout of 5G networks, massive MIMO became a defin-

ing feature, offering significant improvements in spectral efficiency, coverage, and user

experience [20]. Ongoing research continues to explore advanced beamforming tech-

niques, interference management, and integration with emerging technologies, ensuring

that massive MIMO remains at the forefront of wireless communication innovation, ad-

dressing the evolving demands of modern connectivity [123].

2.4 ZF beamforming

Zero-Forcing Beamforming (ZF BF) is a signal processing technique widely used in

wireless communication systems, particularly in the context of multi-user MIMO net-

works [124, 125]. It aims to nullify the interference caused by signals transmitted from

the users to unintended receivers. The fundamental idea behind ZF BF is to create

nulls in the beamforming weights corresponding to interfering users, effectively cancel-

ing their contribution at the intended receivers. This technique has gained significant

attention due to its ability to mitigate multi-user interference and improve spectral effi-

ciency [125]. ZF BF offers substantial benefits in multi-user scenarios, where multiple

users transmit simultaneously to their respective receivers. By minimizing interference,

ZF BF enhances the overall signal quality and capacity of the network [126,127]. How-

ever, it has limitations when channel conditions are challenging or channel estimation is

inaccurate as it may amplify noise [125, 128]. Over the past few decades, research has

focused on enhancing ZF BF’s performance, including hybrid techniques that combine

it with other methods like maximum ratio transmission (MRT) to mitigate its weak-

nesses [129]. While ZF BF has its advantages in simplifying beamforming and man-

aging interference, further advancements are being explored to overcome its limitations

and optimize its application in various wireless scenarios.
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2.5 Spectrum Sharing in Massive MIMO Systems

As we explained in previous sections, both massive MIMO schemes and spectrum shar-

ing approaches aim to improve the utilization of heavily under-utilized precious radio

frequency spectrum. In this study, we focus on these techniques to address 5G require-

ments and performance objectives. We focus on a single-cell communication network

configuration. This network comprises two significant components: a multi-user mas-

sive MIMO PN and a multi-user massive MIMO SN. The PUs and SUs in this network

are assumed to be single-antenna. Our goal is to allow the SBS to communicate with

the SUs by exploiting the spatial spectrum holes of the PN. By using a USS scheme

in this massive MIMO networks, we can get advantages of both spectral and spatial

dimensions. To accomplish this, we explore two distinct communication protocols: C-

TDD, referred to as Scenario A, and R-TDD, denoted as Scenario B. These protocols

enable us to align the UL and DL transmission modes between the PN and SN. For

each of these scenarios, we formulate an optimization problem. Our main objective is

to maximize the weighted sum-rates in both the UL and DL for the SN. However, it’s

crucial to emphasize that we must do this while guaranteeing the QoS constraints for

the PN and power constraints for the SN. To do so, we devise joint power allocation and

beamforming schemes at the SN for both scenarios.

Several studies have focused on exploiting the advantages of the massive MIMO

techniques in the USS cognitive radio systems [75, 130–136].

In [75], the authors consider a multi-user massive MIMO SN and a multi-pair PN.

Assuming imperfect CSI of the PUs and the SUs at the SBS, the authors address the

problem of joint power allocation and maximization of the number of the SUs served by

the SBS in the DL transmission. To this end, they propose a modified ZF (MZF) which

allows the SBS to work in the null-space of the PUs’ channels, thereby protecting the

PUs.

The authors of [130] consider a system consisting of a multi-user massive MIMO

PN and a single-user massive MIMO SN and study the DL transmission of the SN. In
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such a system, for both cases of perfect and imperfect CSI, a lower bound for the average

achievable rate of the SU is derived. It is shown that using a large number of antennas at

the secondary base station (SBS) mitigates the harmful effect of the channel estimation

errors on the SN’s performance. However, when the number of antennas at the primary

base station (PBS) and number of primary users (PUs) grow large with the same rate,

the SN’s performance is severely degraded.

The study in [131] considers the uplink (UL) transmission in a multi-cell mas-

sive MIMO system where each cell consists of a multi-user PN and a multi-user SN.

The SN’s UL achievable rate is obtained based on a relay-assisted method for the per-

fect/imperfect CSI of the SBS-Relay-SU and the PBS-PU channels. It is proven that for

such massive MIMO scheme, the SN’s performance is independent of the PN’s interfer-

ence. However, the SN’s performance is significantly degraded when the CSI errors are

high.

In [132], the DL communication of a system consisting of a multi-cell multi-user

PN and a single-cell multi-user SN is investigated. Employing massive MIMO technol-

ogy at both the PBS and the SBS, the authors solve the power allocation optimization

problem at the SN by maximizing the DL sum-rate of the SN while satisfying each PU’s

QoS. It is illustrated that in this scheme, both PN and SN are required to share their

users’ CSI in addition to their positions. Also, using this method, the number of the

SUs served by the SBS is limited to the number of inactive PUs, yielding the spectral

efficiency reduction in the SN.

The study in [133] focuses on UL transmission of a system consisting of a PN

and a SN, which are multi-cell multi-user massive MIMO networks and employ the

conventional zero-forcing (ZF) method at the base stations. The optimal transmit power

control coefficients for the SUs and PUs are derived through maximizing the UL achiev-

able rates of the SUs. For the case when perfect CSI of the SBS-SU links and perfect

CSI of PBS-PU links are available at the SBS, this scheme allows the PN and the SN to

operate independently with unbounded number of the antennas at the PBS and the SBS.
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However, this method suffers from a remarkable performance degradation for the case

of the imperfect CSI.

The authors of [134] consider a multi-user massive MIMO SN which co-exists with

a multi-user massive MIMO PN. They devise a DL power allocation in the SN using

a clustering-based approach, which relies on a non-orthogonal pilot transmission. The

DL achievable rates of the SUs heavily hinge on the accuracy of the CSI.

The authors of [135] consider a setup consisting of a peer-to-peer PN and a multi-

cell multi-user massive MIMO SN equipped with two SBSs in each cell. For such a

system, the authors maximize the number of the SUs served by the SBSs by proposing

a DL scheduling strategy. This scheme may yield a high latency in the SN, thereby

degrading the SN’s spectral efficiency. Moreover, deploying two SBSs per cell increases

the implementation cost of the network.

All aforementioned studies operate in TDD mode, as relying on channel reciprocity,

TDD results in less training overhead, compared to FDD mode1 [116, 137]. Neverthe-

less, utilizing TDD causes more interference in co-existing networks because of pilot

contamination [136].

In [138], a new TDD-based scheme, referred to as R-TDD, is employed to manage

the interference between the networks. In the R-TDD approach, the co-existing net-

works synchronously operate in opposite transmission directions. In other words, when

one network is in UL, the other one is in DL and vice versa.

In [136], the authors compare the performances of the C-TDD and the R-TDD

schemes in massive MIMO USS setups consisting of a multi-cell PN and a multi-cell

SN. To do so, assuming imperfect CSI of the SUs (PUs) at the SBS (PBS), the authors

derive the UL and the DL achievable rates of the PN and those of the SN, when both PBS

and SBS employ the conventional ZF beamformer. They prove that by using the R-TDD

protocol, the SN’s and PN’s performances are asymptotically independent. However, in

this protocol, designing the PN’s parameters, such as the lengths of the UL/DL intervals,

depends on the SN’s parameters.

1The scheme presented in [135] is applicable in both FDD and TDD systems.
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It is important to acknowledge that these studies, [75, 130–136], have some unex-

plored aspects that need to be considered in future research within this field of study.

The authors of [75, 130], exclusively focus on the DL mode of their respective

communication networks. Furthermore, in [75], the PN is equipped with single-antenna

primary receivers and transmitters, which results in more interference to the SN nodes

compared to the time that PN is equipped with a massive MIMO base station.

In [131], only the UL state of the network is examined. Additionally, the authors

utilize a relay in the SN, which results in increased complexity and latency in the com-

munication network.

In [132], only the DL mode of communication is studied. Moreover, a backhaul link

is employed to share users’ locations and CSI information. This necessitates the PBS

providing the SBS with the PN’s information, leading to disruption and performance

degradation in the PN.

The authors of [133] exclusively focus on the UL state of communication and do not

take the DL state into account. Furthermore, conventional ZF BF is employed at both

PBS and SBS. It is worth noting that by utilizing pilot sharing schemes, interference

between the networks increases, necessitating additional efforts to compensate for its

effects.

In [134], only the DL mode is considered. Moreover, the non-orthogonal multiple

access (NOMA) technique is employed, which implies that network performance is

highly sensitive to channel conditions.

In [135], the authors only study the performance of the system in DL. They also

utilize two SBS in each cell which increases the implementation cost.

In [136], the conventional ZF BF is employed at both the SBS and PBS. This means

that the SBS does not have any further protection protocol to avoid interference with the

PN nodes. Additionally, both the UL and DL modes of the SN relay on information

provided by the PBS to the SBS. This increases the potential for disruption of the PBS

and has a negative effect on PN performance.
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In this dissertation, we consider two multi-user networks, both equipped with mas-

sive MIMO base stations, while the PUs and SUs are single-antenna terminals. We

investigate two communication protocols: C-TDD (Scenario A) and R-TDD (Scenario

B) protocols. Our study focuses on assessing the performance of both the PN and SN

in both UL and DL states. Our optimization problems address joint power allocation

and beamforming schemes at the SN for both scenarios. These problems aim to maxi-

mize the SN sum-rate in both UL and DL, while ensuring the satisfaction of PN and SN

constraints. Instead of employing conventional ZF BF, we utilize the MZF and a newly

proposed ZF BF technique to mitigate the interference caused by the SN nodes to the PN

nodes. The PN parameters are designed without taking the SN presence into account.

We introduce a learning phase for the SN, where the SN remains quiet and listen to the

PN to gather as much information as possible about the PN. This approach is adopted

to minimize disruption caused by the SBS to the PBS. Additionally, we investigate the

impact of changing PN and SN parameters on the performance of both networks. This

analysis provides insights into how adjustments in network parameters affect overall

network performance.

It is noteworthy that our proposed work differs in several aspects from the afore-

mentioned studies. We briefly summarize the key distinctions of each as follows. In

contrast to [130–132, 134], where only UL or DL transmission is studied, we herein

investigate the USS problem for both UL and DL phases. In addition, where only the

SN’s performance is studied in [130–132,134], we comprehensively investigate the per-

formances of both PN and SN. Different from [130,131,134,136], our proposed solution

mitigates the sensitivity the SN’s and PN’s performances on the channel estimations er-

rors. Compared with [130–134, 136], in our proposed method, the PN will have less

cooperation with the SN in order to fulfill the aim of the USS. Unlike the C-TDD and

R-TDD schemes of [136], in our proposed Scenarios A and B, the SN remains silent

during the PN’s training phase and this is what differentiates our scheme from the those

proposed in [136]. Also, we present a solution in which the PN’s power allocation strat-
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egy does not depend on that of the SN. Last but not least, while the schemes of [136]

rely on the conventional ZF, we devise a ZF-type of beamformer which allows the SBS

to work in the spatial spectrum holes of the PN.

To the best of the author’s knowledge, the investigation of both primary and sec-

ondary network performances in UL and DL modes under both C-TDD and R-TDD

approaches remains unexplored. This includes scenarios where the presence of the SN

is not considered during the design of PN parameters. It is done with the aim of focusing

on minimizing communication between primary and secondary base stations. Addition-

ally, there is a lack of comprehensive exploration into the impact of each network’s

parameters changes on the performance of the other network and the overall system.
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Chapter 3

Underlay Spectrum Sharing in a
C-TDD Massive MIMO Network

In this chapter, our main focus is on addressing the joint power allocation and beam-

forming design challenges in the context of the C-TDD protocol, referred to as Scenario

A. The primary objective is to ensure the QoS requirements of the PN while maximiz-

ing the total sum-rate of the SN in both the UL and DL. We formulate an optimization

problem to achieve this, considering the minimum acceptable data rate of each PU in

both UL and DL, while satisfying the power constraints of the SN. To tackle the main

optimization problem effectively, we divide it into two separate optimization problems

for UL and DL, each with its corresponding solutions. The remainder of this chapter

is structured as follows: Section 3.1 and 3.2 present the system model and data models

of the signals received by the SN’s and PN’s nodes in both UL and DL, respectively.

In Section 3.3, we introduce the main optimization problem and detail the strategies

used to address the UL and DL aspects separately. Subsequently, Section 3.4 delves

into a comprehensive discussion of the numerical results obtained from our proposed

approaches. These results clarify the effectiveness and performance of the power allo-

cation and beamforming schemes in enhancing the overall system capacity and ensuring

the desired QoS for both PN and SN in the C-TDD mode.
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Figure 3.1: Geometry of the two networks.

3.1 System Model

As shown in Fig. 3.1, we consider a cognitive radio scheme where two massive MIMO

networks are meant to operate in the same RF bandwidth. One of these two networks,

referred to as the PN, owns the RF bandwidth. The other network, herein referred to

as the SN, aims to use the RF bandwidth in an opportunistic manner with as minimal

a disturbance as possible to the PN. The PN consists of a base station, equipped with

Mp antennas, and Np single-antenna users, which are referred to as the PUs. Similarly

the SN consists of a base station, which is equipped with Ms antennas, and Ns single-

antenna users, which are referred to as the SUs. Each base station employs transmit

beamformer (pre-coder) and receive beamformer (combiner) in downlink and uplink,

respectively, to communicate with their respective users. We refer to the base stations

in the PN and SN as PBS and SBS, respectively. In the PN, the communication frame

consists of three modes (phases), namely the training mode, the UL mode; and the DL

mode. In this chapter, we study the performance of Scenario A, as shown in Fig. 3.2.

26



As can be seen in this figure when the PN is in training mode (signified as “T” interval),

the SN remains quiet i.e., the SN is in here (signified as “L” interval). The reason is

that during the PN training phase, the PBS is “naked” or unarmed meaning that the PBS

is not equipped with a beamformer during training. Indeed, the goal in training is to

estimate the PUs channels, at each antenna of the PBS, simultaneously using temporally

orthogonal training symbols via matched filtering. These matched filters are nothing but

the linear combiners constructed from the orthogonal vectors of the training symbols.

We assume that the SN does not have the knowledge of which training symbol vectors

have been used by the PN users, and hence, the SN must avoid training during the

training phase of the PN. As a result, the training in the SN will have to coincide with

UL mode in the PN. In Scenario A, the SN uplink follows the SN training and the

SN downlink coincides with the PN downlink. In this chapter, our goal is to devise

communication schemes (i.e., design beamformers and power allocations) for Scenario

A and analyze the PN and SN performances in both UL and DL.

Figure 3.2: Scenario A in frame f .

3.2 Learning Phase

This section includes a brief explanation of the channel estimation method proposed

in [76] for a multi-user massive MIMO system, which is utilized in the current research.

The authors of [76] proposed a communication frame structure for the SN containing

two phases, namely the learning phase and the spectrum sharing phase. During the

learning phase, the SN is silent and listens to the PN to estimate the SBS-PUs’ chan-
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nels at the SBS. A least Squares estimator is employed to perform this estimation by

utilizing the knowledge of the subspace spanned by the SBS-PUs’ channel vectors. In

the spectrum sharing phase, the SBS estimates the SBS-SUs’ channels and then serves

the SUs. Aiming to estimate the SUs’ channels at the SBS, a time-multiplexed training

phase, is designed. In this scheme, the training phase of the SN has an overlap with both

the training and UL modes of the PN. Two different approaches are studied to estimate

the SBS-SUs’ channels at the SBS by utilizing the estimated SBS-PUs’ channels and

the data received at the SBS during the spectrum sharing interval.

3.3 Data Models of Scenario A

In this section, we formulate data models of the signals received by the SN’s and PN’s

nodes in both UL and DL for Scenario A.

3.3.1 PN’s UL data model

Let r1(f, t) ∈ CNp×1 represent the vector of the received signals after beamforming at

the PBS during the PN’s UL in frame f at time t, for t = 1, 2, . . . , Nup. We can write

r1(f, t) = WH
1 H1

(
a1(t) � s1(f, t)

)
+ WH

1 H12

(
a2(t) � s2(f, t)

)
+ WH

1 n1(f, t).
(3.1)

Here, we define H1 , [h1,1 h1,2 ∙ ∙ ∙ h1,Np ] ∈ C
Mp×Np , and H12 , [h12,1 h12,2 ∙ ∙ ∙

h12,Ns ] ∈ C
Mp×Ns , where h1,l ∈ CMp×1 is the channel vector between the PBS and the

l-th PU, for l = 1, 2, . . . , Np, and h12,k ∈ CMp×1 is the channel vector between the

PBS and the k-th SU, for k = 1, 2, . . . , Ns. Also, we use s1(f, t) ∈ CNp×1 to represent

the vector of the UL unit-power symbols transmitted by all PUs at time t in frame f ,

for t = 1, 2, . . . , Nup, whereas s2(f, t) ∈ CNs×1 stands for the vector1 of the unit-power

symbols transmitted by all SUs during training and UL of frame f , for t = 1, 2, . . . , Nup,

whereas s2(f, t) ∈ CNs×1 stands for the vector of the unit-power symbols transmitted

1Note that as shown in Fig. 3.2, the length of the signal transmitted by SUs during training and UL is
equal to the length of the signals transmitted by the PUs during uplink.

28



by all SUs during training and UL of frame f , for t = 1, 2, . . . , Nup. We also define the

matrix of PU’s UL beamformers as W1 , [w1,1 w1,2 ∙ ∙ ∙ w1,Np ] ∈ C
Mp×Np with

w1,l ∈ CMp×1 being the unit-norm beamforming weight vector used by the PBS to serve

the l-th PU. The Np×1 vector a1(t) is defined as a1(t) , [
√

p1,1
√

p1,2 ∙ ∙ ∙ √
p1,Np ]

T ,

for t = 1, 2, . . . , Nup, where p1,l stands for the transmit power of the l-th PU, for l =

1, 2, . . . , Np. Also, the Ns × 1 vector a2(t) is defined as

a2(t) ,

{√
α1, for t = 1, 2, . . . Nt[√
p2,1

√
p2,2 ∙ ∙ ∙

√
p2,Ns

]T
, for t = Nt + 1, Nt + 2, . . . , Nup

(3.2)

where α is the transmit power of the SUs during training and p2,k stands for the transmit

power of the k-th SU, for k = 1, 2, . . . , Ns. We use n1(f, t) ∈ CMp×1 to represent the

vector of measurement noise at the PBS at time t of frame f , for t = 1, 2, . . . , Nup.

The noise is assumed to be zero-mean and of variance σ2. Based on (3.1), at time t, the

SINR, from [139], at the PBS corresponding to the l-th PU, denoted as γ1,l(t), is given

by

γ1,l(t) =
p1,l|w

H
1,lh1,l|

2

Np∑

l′=1
l′ 6=l

p1,l′ |w
H
1,lh1,l′ |

2 +
Ns∑

k=1

%k(t)|w
H
1,lh12,k|

2 + σ2‖w1,l‖
2

, for t = 1, 2, . . . , Nup.

(3.3)

where we define

%k(t) ,

{
α, for t = 1, 2, . . . Nt

p2,k, for t = Nt + 1, Nt + 2, . . . , Nup.
(3.4)

3.3.2 SN’s UL data model

Let r2(f, t) ∈ CNs×1 represent the vector of the UL received signals after beamforming

at the SBS at time t within frame f , for t = Nt + 1, Nt + 2, . . . , Nup. We can then write

r2(f, t) = WH
2 H2

(
a2(t) � s2(f, t)

)
+ WH

2 H21

(
a1(t) � s1(f, t)

)
+ WH

2 n2(f, t).
(3.5)
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Here, we define H2 , [h2,1 h2,2 ∙ ∙ ∙ h2,Ns ] ∈ C
Ms×Ns , H21 , [h21,1 h21,2 ∙ ∙ ∙ h21,Np ]

∈ CMs×Np , W2 , [w2,1 w2,2 ∙ ∙ ∙ w2,Ns ] ∈ C
Ms×Ns , where h2,k ∈ CMs×1 is the chan-

nel vector between the SBS and the k-th SU, h21,l ∈ CMs×1 represents the channel vector

between the SBS and the l-th PU, w2,k ∈ CMs×1 is the beamforming weight vector used

by the SBS to serve the k-th SU, and n2(f, t) ∈ CMs×1 denotes the receiver noise vector

at frame f and time t. Based on (3.5), at time t, the SINR at the SBS corresponding to

the k-th SU, denoted as γ2,k(t), is given by

γ2,k(t) =
p2,k|wH

2,kh2,k|2

Ns∑

k′=1
k′ 6=k

p2,k′ |wH
2,kh2,k′ |2 +

Np∑

l=1

p1,l|w
H
2,kh21,l|

2 + σ2‖w2,k‖
2

, for t = Nt + 1, . . . , Nup.

(3.6)

3.3.3 PN’s DL data model

If y1,l(f, t) represents the signal received at the l-th PU in frame f at time t, we can then

write

y1,l(f, t) = hT
1,lW

∗
1

(
ã1(t) � x1(f, t)

)
+ hT

21,lW̃
∗
2

(
ã2(t) � x2(f, t)

)
+ ν1,l(f, t). (3.7)

Here, x1(f, t) ∈ CNp×1 is the vector of the DL unit-power symbols transmitted by the

PBS towards all PUs at time t in frame f , for t = 1, 2, . . . , Ndp ; x2(f, t) ∈ CNs×1 is

the vector of the DL unit-power symbols transmitted by the SBS towards all the SUs at

time t in frame f , for t = 1, 2, . . . , Ndp ; ν1,l(f, t) is the complex noise component at the

l-th PU in frame f and time t; W̃2 , [w̃2,1 w̃2,2 ∙ ∙ ∙ w̃2,Ns ] ∈ C
Ms×Ns is the matrix

of the DL beamformers of the SN; w̃2,k ∈ CMs×1 is the unit-norm beamforming vector

used in the SBS during DL to precode data for the k-th SU, for k = 1, 2, . . . , Ns and for

t = 1, 2, . . . , Ndp ; the transmit power adjusting vectors ã1(t) and ã2(t) are defined as

ã1(t) , [
√

p̃1,1

√
p̃1,2 ∙ ∙ ∙

√
p̃1,Np ]

T and ã2(t) = [
√

p̃2,1

√
p̃2,2 ∙ ∙ ∙

√
p̃2,Ns ]

T ,

where p̃1,l and p̃2,k stand for the transmit powers allocated to signals intended for the l-th

PU and the k-th SU, respectively, at the PBS and the SBS. Note that in the PN, the UL

and DL beamformers are identical as the PN is not meant to be bothered by the presence
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of the SN, while the SU’s UL BF matrix, denoted as W2 in (3.5), is different from the

transmit beamforming matrix, denoted as W̃2 in (3.7), used by the SBS in the DL. Such

different UL and DL beamformers provide us with more degrees of freedom to control

or suppress interference imposed by the SN on the PN. Based on (3.7), at time t, the

SINR at the l-th PU in the DL, denoted as γ̃1,l(t), is given by

γ̃1,l(t) =
p̃1,l|hH

1,lw1,l|2

∑

l′ 6=l

p̃1,l′ |h
H
1,lw1,l′ |

2 +
Ns∑

k=1

p̃2,k|h
H
21,lw̃2,k|

2 + σ2

, for t = 1, 2, . . . , Ndp . (3.8)

3.3.4 SN’s DL data model

Let y2,k(f, t) represent the signal received at the k-th SU in frame f at time t, for t =

1, 2, . . . , Ndp . We can then write

y2,k(f, t) = hT
2,kW̃

∗
2

(
ã2(t) � x2(f, t)

)
+ hT

12,kW
∗
1

(
ã1(t) � x1(f, t)

)
+ ν2,k(f, t)

(3.9)

where ν2,k(f, t) is the complex noise component at the k-th SU at time t of frame f .

Based on (3.9), at time t, the SINR at the k-th SU in DL, denoted as γ̃2,k(t), is given by

γ̃2,k(t) =
p̃2,k|hH

2,kw̃2,k|2

∑

k′ 6=k

p̃2,k′ |hH
2,kw̃2,k′ |2 +

Np∑

l=1

p̃1,l|h
H
12,kw1,l|

2 + σ2

, for t = 1, 2, . . . , Ndp .

(3.10)

In the next section, the optimization problem of Scenario A for both UL and DL will be

formulated.

3.4 Optimization Problems in Scenario A

Considering W2,W̃2,p2, p̃2 as the design parameters, we now aim to maximize the

total achievable sum-rate of the SN in both UL and DL states subject to satisfying pre-

defined constraints on transmitted power of the SN and minimum acceptable individual
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rate for the PUs. Let us represent the UL achievable rate of the l-th PU as

R1,l(W1,p1,p2) =
1

Nup

Nup∑

t=1

log2 (1 + γ1,l(t)) (3.11)

where we define p1 , [p1,1 p1,2 ∙ ∙ ∙ p1,Np ]
T and p2 , [p2,1 p2,2 ∙ ∙ ∙ p2,Np ]

T .

Also, we represent the DL achievable rate of the l-th PU as R̃1,l(W1,W̃2, p̃1, p̃2) =

1
Ndp

∑Ndp

t=1 log2 (1 + γ̃1,l(t)), where we define p̃1 , [p̃1,1 p̃1,2 ∙ ∙ ∙ p̃1,Np ]
T and p̃2 ,

[p̃2,1 p̃2,2 ∙ ∙ ∙ p̃2,Np ]
T . Moreover, the UL achievable sum-rate of the SN is given by

R2(W2,p1,p2) =
Ns∑

k=1

R2,k(W2,p1,p2), (3.12)

where R2,k(W2,p1,p2) = 1
Nup

∑Nup

t=Nt+1 log2 (1 + γ2,k(t)) is the UL achievable rate of

the k-th SU. Also, we express the DL achievable sum-rate of the SN as

R̃2(W1,W̃2, p̃1, p̃2) =
Ns∑

k=1

R̃2,k(W1,W̃2, p̃1, p̃2) (3.13)

where R̃2,k(W1,W̃2, p̃1, p̃2) = 1
Ndp

∑Ndp

t=1 log2 (1+γ̃2,k(t)) is the DL achievable rate of

the k-th SU. We can write the main optimization problem of maximizing the weighted

UL and DL achievable sum-rates of the SN as

max
W2,W̃2,p2,p̃2

βR2(W2,p1,p2) + β̃R̃2(W1,W̃2, p̃1, p̃2) (3.14a)

s.t. C1 : 0 ≤ p2,k ≤ p2,max, for k = 1, 2, . . . , Ns

(3.14b)

C2 : R1,l(W1,p1,p2) ≥ r1,l, for l = 1, 2, . . . , Np

(3.14c)

C3 : ‖w̃2,k‖
2 = 1, for k = 1, 2, . . . , Ns

(3.14d)

C4 : 1T p̃2 ≤ P̃2 (3.14e)

C5 : R̃1,l(W1,W̃2, p̃1, p̃2) ≥ r̃1,l, for l = 1, 2, . . . , Np

(3.14f)

C6 : p̃2,k ≥ 0 , for k = 1, 2, . . . , Ns.
(3.14g)
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where P̃2 is the total maximum transmit power of the SBS during DL, β and β̃ are

two positive constant coefficients and can be chosen depending on whether SN’s UL

or DL has more priority, and p2,max is the maximum transmit power budget of each

SU. Moreover, r1,l is the achievable rate that the PBS requires the SBS to guarantee

for the l-th PU in the UL and r̃1,l is the minimum acceptable DL rate of the l-th PU.

The values of {r1,l}
Np

l=1 and {r̃1,l}
Np

l=1 are provided by the PBS to the SBS. Note that in

(3.14) the UL (and DL) beamforming matrix of the PN, denoted as W1, the UL power

adjusting matrix p1, and the DL power adjusting matrix p̃1 are not design parameters,

they nevertheless affect the performance of the SN. We assume that these parameters are

set by the PN without taking the presence of the SN into account, thereby ensuring that

the presence of the SN will have as minimal an effect as possible on the frame structure

and the system design of the PN. As such, W1 is chosen based on ZF approach with

normalized columns, that is

W1 = H1(H
H
1 H1)

−1D1 (3.15)

where we define D1 = diag
(
{μl}

Np

l=1

)
with μl being the inverse of the `2 norm of the

l-th column of H1(H
H
1 H1)

−1. With this ZF choice for W1, provided that H1 contains

negligible estimation error, the PUs will not cause interference to each other at the PBS,

and thus, we can choose p1 = p1,max1, where p1,max is the maximum transmit power

budget of each PU. With this choice of p1, in the absence of the SN, the l-th PU will

have an UL data rate of rmax
1,l , log2

(
1 +

μ2
l p1,max

σ2

)
. In the presence of the SN, however

the PN will have to sacrifice a small portion of {r1,l}
Np

l=1 in order to accommodate the

SUs. Also, the DL power adjusting matrix of the PBS is calculated using the water-

filling algorithm as p̃1,l = max{0, ψ − ϕ−1
l } where we define ϕl ,

|hH
1,lw1,l|2

σ2 =
μ2

l

σ2 and

ψ is determined from
∑Np

l=1 max{0, ψ − ϕ−1
l } = P̃1, with P̃1 being the maximum DL

transmit power of the PBS. With these choices for W1, p1, and p̃1, one can see from

(3.14) that the parameters determining the sum-rates of both networks in DL and UL
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are different, and therefore, we can separate2 the optimization problems of UL and DL

sum-rates into two optimization problems given in (3.16) and (3.17), respectively.

max
W2,p2

R2(W2,p1,p2) (3.16a)

s.t. C1 : 0 ≤ p2,k ≤ p2,max, for k = 1, 2, . . . , Ns (3.16b)

C2 : R1,l(W1,p1,p2) ≥ r1,l, for l = 1, 2, . . . , Np (3.16c)

and

max
W̃2,p̃2

R̃2(W1,W̃2, p̃1, p̃2) (3.17a)

s.t. C3 : ‖w̃2,k‖
2 = 1, for k = 1, 2, . . . , Ns (3.17b)

C4 : 1T p̃2 ≤ P̃2, (3.17c)

C5 : R̃1,l(W1,W̃2, p̃1, p̃2) ≥ r̃1,1, for l = 1, 2, . . . , Np (3.17d)

C6 : p̃2,k ≥ 0 , for k = 1, 2, . . . , Ns. (3.17e)

In the next two subsections, the UL and DL optimization problems are simplified and

solved.

3.4.1 SN Optimization Problem in UL

We now aim to solve (3.16). Using the ZF BF in (3.15) for W1, we can simplify γ1,l(t),

given in (3.3), as

γ1,l(t) =
μ2

l p1,max

Ns∑

k=1

%k(t)|w
H
1,lh12,k|

2 + σ2‖w1,l‖
2

=
μ2

l p1,max

Ns∑

k=1

%k(t)|w
H
1,lh12,k|

2 + σ2

. (3.18)

Using (3.18), we can then write (3.11) as

R1,l(W1,p1,p2) =
1

Nup

(
Nt∑

t=1

log2 (1 + γ1,l(t)) +

Nup∑

t=Nt+1

log2 (1 + γ1,l(t))

)

2This implies the values of β and β̃ will not affect the forthcoming solutions and can be chosen equal
to 1.
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=
Nt

Nup

log2 (1 +
μ2

l p1,max

α
Ns∑

k=1

|wH
1,lh12,k|

2 + σ2

)

+
(Nup − Nt)

Nup

log2 (1 +
μ2

l p1,max

Ns∑

k=1

p2,k|w
H
1,lh12,k|

2 + σ2

) (3.19)

We can now use (3.19) to write Constraints C2 equivalently as

Ns∑

k=1

p2,k|w
H
1,lh12,k|

2 ≤ ζ1,l, for l = 1, 2, . . . , Np (3.20)

where we define

ζ1,l ,
μ2

l p1,max

2
Nupr1,l−πl

Nup−Nt − 1

− σ2, and πl , Ntlog2 (1 +
μ2

l p1,max

α‖wH
1,lH12‖

2 + σ2
) .(3.21)

We now deal with the objective function in (3.16). As γ2,k(t) dose not change for t =

Nt + 1, Nt + 2, . . . , Nup, we drop the index t in the rest of this section for the sake of

convenience and use (3.12) to write the optimization problem (3.16) as

max
p2,W2

Nup − Nt

Nup

Ns∑

k=1

log2(1 + γ2,k) s.t. (C1 and C2) . (3.22)

It is worth mentioning that if the minimum data rates {r1,l}
Nup

l=1 are too large, parameters

{ζ1,l}
Nup

l=1 may become negative for given values of p1,max, Nup, Nt, and α (which is

the SU’s training power), {μl}
Nup

l=1 (which depends on the PU’s channel realization).

In such a case, problem (3.22) becomes infeasible, meaning that the SUs may not be

accommodated. To overcome this matter, one solution could be to reduce the value of

the SU’s training power α. Note that to solve (3.22), we need to enforce C2 as in (3.20),

and this requires the SBS to have the knowledge of the coefficients |wH
1,lh12,k|2, for

k = 1, 2, . . . , Ns, and l = 1, 2, . . . , Np, or, equivalently, the UL receive beamforming

matrix of the PBS (i.e., W1) along with the channel matrix H12. Such a requirement

may not be practical3 as it requires the PBS to provide these parameters to the SBS. To

3Although not practical, this assumption can be used as a performance benchmark of the proposed
schemes.
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tackle this issue, we modify constraints C2 and use the following approximation:

|wH
1,lh12,k|

2 ≈

∑Np

l=1 p̃1,l|wH
1,lh12,k|2

∑Np

l=1 p̃1,l

=
ϑk

P̃1

(3.23)

where the numerator ϑk ,
∑Np

l=1 p̃1,l|wH
1,lh12,k|2 is the power of the interference ob-

served by the k-th SU during the DL transmission of the PN. Indeed, the k-th SU can

measure this power in the learning phase (when the SN “listens” to the PN with the aim

to acquire as much information as possible about the PN) and report that back to the

SBS . As such, assuming ξk ,
∑Np

l=1 p̃1,l|wH
1,lh12,k|2

P̃1
is known, for k = 1, 2, . . . , Ns, we

replace the linear constraints in C2 with the following set of linear constraints:
Ns∑

k=1

p2,kξk ≤ ζ̂1,l, for l = 1, 2, . . . , Np, or
Ns∑

k=1

p2,kξk ≤ min
1≤l≤Np

ζ̂1,l, (3.24)

where

ζ̂1,l ,
μ2

l p1,max

2

Nupr1,l−π̂l
Nup−Nt −1

− σ2, and π̂l , Ntlog2 (1 +
μ2

l p1,max

α
Ns∑

k=1

ξk + σ2

), (3.25)

are, respectively, the approximated values of ζ1,l and πl, obtained by replacing ‖wH
1,lH12‖2

in (3.21) with its approximation: that is ‖wH
1,lH12‖2 =

∑Ns

k=1 |w
H
1,lh12,k|2 ≈

∑Ns

k=1 ξk.

As can be seen from (3.25), parameter ζ̂1,l depends on μ2
l p1,max, r1,l, and π̂l, while pa-

rameter π̂l in-turn depends on μ2
l p1,max. Hence, parameters μ2

l p1,max and r1,l should

be provided to the SBS by the PBS. One should however note that constraint (3.24) is

merely an approximation for Constraints C2, and thus, using constraint (3.24) instead of

C2 may not always lead to a solution that is feasible for problem (3.22). Indeed, our nu-

merical experiments show that for a rather large majority of channel realizations, using

constraint (3.24) instead of C2 leads to a solution that is infeasible for problem (3.22).

To tackle this issue, one may tighten constraint C′
2 by replacing min1≤l≤Np ζ̂1,l in (3.26)

with a smaller value with the hope to decrease the probability of the corresponding so-

lution being infeasible for (3.22). That is, we propose to replace C2 with the following

constraint:

C
′

2 :
Ns∑

k=1

p2,kξk ≤ η min
1≤l≤Np

ζ̂1,l, (3.26)
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where the parameter η ∈ (0, 1) is used to control the tightness of constraint C
′

2. We

now turn our attention to the objective function in (3.16). As γ2,k(t) dose not change for

t = Nt + 1, Nt + 2, . . . , Nup, we drop the index t in the rest of this section for the sake

of convenience and use (3.12) to write the optimization problem (3.16) as

max
p2,W2

Nup−Nt

Nup

∑Ns

k=1 log2(1 + γ2,k), s.t. (C1 and C′
2) . (3.27)

For fixed p2, the maximization over W2 amounts to maximizing γ2,k in (3.6), and

therefore, results in an MVDR-type of solution [140], that is, the optimal value of

w2,k is given by4 w2,k = A−1
k h2,k where we define Ak ,

∑
k′ 6=k p2,k′h2,k′hH

2,k′ +

p1,max

∑Np

l=1 h21,lh
H
21,l + σ2I. The corresponding value of γ2,k is then given by γ2,k =

p2,kh
H
2,kA

−1
k h2,k In light of γ2,k, the optimization problem (3.27) does not appear to be

amenable to computationally affordable solution. Nevertheless, one way to tackle this

problem is to resort to interior point methods which result in a local maximum, at least.

In the absence of proven convexity, no claim can be made with respect to the global

optimality of such a solution. Alternatively, we propose to use ZF BF, instead of the

MVDR solution. That is, we propose to use the ZF BF matrix given as

W2 = H(HHH)−1J (3.28)

where H , [H21 H2] ∈ CMs×(Np+Ns) and J is an (Np + Ns) × Ns selection matrix

which, upon multiplication by a matrix from right, extracts the last Ns columns of that

matrix. It is noteworthy that to guarantee that the ZF solution to (3.28) exists, we need

to ensure that Ms ≥ Np + Ns holds true (i.e., enough degrees of freedom must exist).

In other words, the number of antennas at the SBS must be greater than the sum of

the numbers of SUs and PUs. With W2 given in (3.28), we can simplify (3.6) as γ2,k =

p2,k

σ2‖w2,k‖2 . Now, we deduce that the optimization problem (3.27) is now a convex problem

[141] with linear constraints in p2. Thus this problem can be solved using any convex

problem solver.

4Note that as long as SINR is concerned, the optimal value of w2,k is unique up to a complex scaler.
Here, we choose the scaler equal to 1.
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3.4.2 SN Optimization Problem in DL

We now aim to tackle the DL optimization problem (3.17). To do so, we note that

Constraints C5 aim to control interference caused by the SBS to the PUs. To satisfy

this constraint, it appears that the knowledge of p̃1, W1, and H1 is required at the SBS.

Being known at the PBS, these parameters may not be assumed known at the SBS in

practice. To tackle this issue, we replace constraints C5 by a tighter constraint on W̃2 as

C′
5 : HT

21W̃
∗
2 = 0 , (3.29)

thereby ZF the interference caused to the PUs. Using C′
5 along with (3.15), we simplify

(3.8) as

γ̃1,l(t) =
p̃1,l|hH

1,lw1,l|2

σ2 =
p̃1,lμ

2
l

σ2 , for t = 1, 2, . . . , Ndp (3.30)

which implies that the downlink transmission of the SN does not affect the downlink

transmission of the PN. Hence, using C′
5 ensures that C5 is guaranteed. Also to ensure

that the signal intended for any SU causes no interference to other SUs, we add the

following ZF constraint on W̃2:

C
′′

5 : HT
2 W̃∗

2 = D∗, (3.31)

where D is a complex diagonal matrix. Based on (3.31), we can simplify (3.10) as

γ̃2,k =
p̃2,k|Dk,k|2

ϑk + σ2
. (3.32)

where the term ϑk ,
∑Np

l=1 p̃1,l|hH
12,kw1,l|2 is the power of the interference observed

by the k-th SU during the DL transmission of the PN and can be measured as described

earlier. Indeed, ϑk can be measured in the learning phase, where the SN listens to the PN

with the aim to acquire as much information as possible about the PN. In such a learning

phase, the k-th SU measures ϑk and reports that to the SBS. Based on this discussion,

we now aim to solve the following optimization problem:

max
W̃2,p̃2,D

Ns∑

k=1

log2(1 +
p̃2,k|Dk,k|2

ϑk + σ2 ) (3.33a)
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s.t. C3 : ‖w̃2,k‖
2 = 1, for k = 1, 2, . . . , Ns (3.33b)

C4 : 1T p̃2 ≤ P̃2 (3.33c)

C′
5 : W̃H

2 H21 = 0 (3.33d)

C
′′

5 : W̃H
2 H2 = D∗, (3.33e)

C6 : p̃2,k ≥ 0, for k = 1, 2, . . . , Ns (3.33f)

C7 : Di,j = 0, for i, j = 1, 2, . . . , Ns & i 6= j (3.33g)

Let us define the Ms × (Ms − Np) matrix Ψ whose columns are orthogonal and span

the null space of H21, that is, we have ΨHΨ = IMs−Np and HH
21Ψ = 0

ˉNp×(Ms−Np). In

other words, the orthogonal columns of Ψ span the null space of H21. In light of C′
5, we

must ensure that W̃2 = ΨΩ holds true, for some (Ms − Np) × Ns matrix Ω. To satisfy

C
′′

5 , it is required to have HH
2 ΨΩ = D, which in turn requires Ns ≤ (Ms − Np). With

these requirements, we obtain Ω = (HH
2 Ψ)†D. Therefore, we can write W̃2 = W̆D

where we define W̆ , Ψ(HH
2 Ψ)† = [w̆1 w̆2 ∙ ∙ ∙ w̆Ns ] ∈ C

Ms×Ns with w̆k ∈ CMs×1.

Now, in order to ensure C3 is satisfied, we must choose Dk,k = 1/‖w̆2,k‖, for k =

1, 2, . . . , Ns. Thus, we can rewrite (3.33) as

max
p̃2

Ns∑

k=1

log2 (1 +
p̃2,k

‖w̆2,k‖2(ϑk + σ2)
) (3.34a)

s.t. C4 : 1T p̃2 ≤ P̃2, (3.34b)

C6 : p̃2,k ≥ 0, for k = 1, 2, . . . , Ns . (3.34c)

The solution to (3.34) can be obtained using the well-known water-filling algorithm as

p̃2,k = max{0, ψ2 − ‖w̆2,k‖
2(ϑk + σ2)} (3.35)

where ψ2 is determined, using a bisection method, as the solution to the following equa-

tion:
∑Ns

k=1 max{0, ψ2 − ‖w̆2,k‖2(ϑk + σ2)} = P̃2.

To Summarize, we designed beamforming and power allocation schemes to be used

in the SBS for the communication scheme in Scenario A. As we showed in this section,

developing beamforming and power allocation schemes for Scenario A requires approx-
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imations to some of the constraints. Moreover, Scenario A may suffer from problem

infeasibility.

3.5 Simulation Results

Throughout our derivations, we assumed perfect CSI at the PBS, at the SBS, and at

the SUs. In our first set of simulation examples, we compare the performance of our

proposed solution for the two cases of perfect and estimated CSI. For the case of esti-

mated CSI, we use the channel estimation technique proposed in [76]. This technique

has been adopted for the communication scheme considered in this paper using the fol-

lowing parameters: Nt = 12, Nup = 200, and Ndp = 200. Also, we assume α1 = 0.8,

Fp = 1, Fs = 1 and F̌s = 1 [76]. The training powers of the SUs are all equal to

α = P̃2/Ns, while the maximum UL transmit powers of the PUs and SUs are set to be

p1,max = P̃1/Np and p2,max = P̃2/Ns, respectively.

The relative physical locations of the two networks are shown in Fig. 3.1. As can

be seen from this figure, the PN coverage area is a dp × dp square area, centered around

the PBS, which is located at (0, 0). The coverage area of the SN is a ds × ds square area

centered around the SBS, which is located at ((−dp + ds)/2, (dp − ds)/2). We choose

dp = 1000 meters. The channel between any two nodes located d meters apart are

modeled as zero-mean complex Gaussian random variables with variance a(d/d0)
−3.5,

with a = −137 dB and d0 = 1000 meters. The noise power is σ2 = −104 dBm [142].

In all simulations, we assume Mp = 32, dp = 1000 m and choose η = 0.5.

3.5.1 The effect of approximation error

In our first set of numerical examples, we evaluate the accuracy of the approximation

in (3.23). As mentioned earlier, in the UL state of Scenario A, the SBS may not have

the knowledge of the PBS’s UL beamforming matrix W1 and the channel matrix H12.

As such, we approximated the coefficients |wH
1,lh12,k|2, for all k and l, as in (3.23). We

now study the accuracy of our approximation in (3.23) for different values of the system
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parameters using numerical examples. In each simulation run, we choose r1,l = ρrmax
1,l

and r̃1,l = ρr̃max
1,l , for l = 1, . . . , Np, ρ = 0.9. Assuming Ms = 20, Np = 4, Ns = 4,

P̃2 = 20 dBm, we plot the UL average per-user achievable rate (APAR) of the SN and

that of the PN in Scenario A versus the total power of the PN in DL for three different

solutions:

i. the solution to (3.22) while assuming perfect global CSI is available at all nodes.

This solution provides an upper bound and is herein referred to as “clairvoyant”

solution.

ii. the solution to (3.27) while assuming perfect global CSI is available at all nodes,

iii. the solution to (3.27), while assuming the estimated CSI (obtained by using the

technique proposed in [76]) is available at all nodes.

Figs. 3.3(a) and 3.3(b) show the APAR for all the aforementioned solutions versus

the total power P̃1 of the PN in downlink for the SN and the PN, respectively, for ds =

500 m, while Figs. 3.4(a) and 3.4(b) illustrate the same performance curves for ds = 800

m. As can be seen from these figures, the performance of the proposed scheme with

estimated CSI is very close to the case when perfect CSI is used. Figs. 3.3(a) and 3.4(a)

also show that solving (3.27) (which relies on the approximation in (3.23)) yields about

0.3 to 0.7 bps/Hz/user lower APAR for the SN compared to the clairvoyant solution.

Figs. 3.3(b) and 3.4(b) show that solving (3.27) (which relies on the approximation in

(3.23)) results in a slightly better performance for the PN. This shows that for those

channel realizations, where the solution to (3.27) is feasible for (3.22), C′
2 is tighter

compared to C2. This causes the solution to (3.27) to have a lower UL APAR efficiency

for the SN, and at the same time, causing slightly less interference to the PN, compared

to the clairvoyant solution to (3.22). We need to stress that all curves in Figs. 3.3 and

3.4 are averaged over those channel realizations where the solution to (3.27) is feasible

for (3.22). The plots in Figs. 3.5 and 3.6 show the probabilities of the solution to (3.27)

being infeasible for (3.22), for different values of ds, for different numbers of PUs, and
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Figure 3.3: Scenario A: SN’s and PN’s APARs in the UL versus total power of the PN for
perfect and estimated CSI, with Mp = 32, Ms = 20, Np = 4, Ns = 4, dp = 1000 m, P̃2 = 20
dBm, η = 0.5, ρ = 0.9, Nt = 12, Nup = 200, Ndp = 200.
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Figure 3.4: Scenario A: SN’s and PN’s APARs in the UL versus total power of the PN for
perfect and estimated CSI, with Mp = 32, Ms = 20, Np = 4, Ns = 4, dp = 1000 m, P̃2 = 20
dBm, η = 0.5, ρ = 0.9, Nt = 12, Nup = 200, Ndp = 200.

43



for different required rates of the PUs. As mentioned in subsection (3.4.1), it is essential

to introduce a new parameter, denoted as η, to address the potential infeasibility that

may arise due to the approximation used for constraints C2. By utilizing this parameter,

the tightness of C′
2 can be regulated by varying the values of η ∈ (0, 1), thereby reducing

the probability of the solution being infeasible for (3.22). For the sake of convenience,

these probabilities are referred to as “Probability of infeasibility”. As this figure shows,

with the choice of η = 0.5, for a rather large majority of channel realizations, solving

(3.27) yields a feasible solution for (3.22).

3.5.2 The effect of PN and SN parameters

In this set of numerical examples, we examine the effect of some parameters on the

performance of both networks in Scenarios A, when the corresponding solutions rely on

the estimated CSI obtained using the method of [76]. Figs. 3.7, 3.8 and 3.9 illustrate the

UL, DL, and UL+DL APAR versus P̃1 for both networks in Scenarios A, for Ms = 20,

Np = 4, Ns = 4, P̃2 = 20 dBm, ds = 500 m, and ρ = 0.9. As can be seen from

Fig. 3.7(a), by increasing P̃1, the SN’s UL APAR is increased. This is due to the fact

that rmax
1,l are increased by increasing P̃1, and thus, as we choose r1,l = ρrmax

1,l , the SN’s

UL APAR is improved in this scenario. In other words, increasing rmax
1,l allows the SN to

impose more interference on the PN, and thus, provides the SN with more spectral usage

opportunities, resulting in the SN’s UL APAR improvement. We note that in the UL state

of the SN, the SUs cause interference to the PBS in Scenario A. Fig. 3.7(b) shows that

increasing P̃1 degrades in the DL state of the SN, as the PN causes more interference to

the SUs with increase in P̃1. Fig. 3.8(a) and Fig. 3.8(b) show that the performance of

the PN degrades in the presence of the SN compared to the case when the SN is absent,

as we expected. We note that in the UL state of the SN in Scenario A, the SUs cause

interference on the PBS and cannot protect the PBS as they are single-antenna units.

In Scenario A when the SN is in DL (Fig. 3.8(b)), the SBS can protect the PUs in the

PN’s DL. Furthermore, we observe that in the absence of the SN, the performance of the

PN’s DL is approximately the same when the SN is present in Scenario A. It is worth
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Figure 3.5: Probability that the solution to (3.27) is infeasible for (3.22), when η = 0.5, versus
the total power of PN for perfect and estimated CSI, with Mp = 32, Ms = 20, Np = Ns = 4,
dp = 1000 m, ρ = 0.9, P̃2 = 20 dBm, Nt = 12, Nup = 200, Ndp = 200.
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Figure 3.6: Probability that the solution to (3.27) is infeasible for (3.22), when η = 0.5, for
perfect and estimated CSI, with Mp = 32, Ms = 20, Np = Ns = 4, dp = 1000 m, ρ = 0.9,
P̃2 = 20 dBm, Nt = 12, Nup = 200, Ndp = 200.
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emphasizing that when the PN is in DL, the SN can protect the PUs in Scenario A, and

also, the SN’s training phase does not overlap with the PN’s DL.

Fig. 3.9(a) reveals the UL+DL APAR for the SN and PN for this set of parameters.

As we expected, the PN total APAR in the presence of the SN, is a slightly lower than

UL+DL APAR for the PN when the SN is absent. Fig. 3.9(b) shows that the APAR of

the whole network (PN+SN) is higher than that of the PN network without SN. Indeed,

as can be seen here, the overall APAR of the network is improved by using the proposed

USS approach.

Figs. 3.10 and 3.11 examine the effect of ds on the APARs of both networks. As-

suming Ms = 20, Np = 4, Ns = 4, P̃1 = 25 dBm, P̃2 = 20 dBm and ρ = 0.9, we

depict the UL, DL, and UL+DL APAR versus ds for the PN and the SN in Scenarios A.

As can be seen from Figs. 3.10(a) and 3.10(b), by increasing ds, the UL and DL APARs

of the SN for Scenario A are decreased. This result can be explained by the fact that

as ds is increased, the average distance between the SUs and the SBS is increased, and

hence, the average quality of the channels between the SUs and the SBS is degraded.

Also, by increasing ds, the average distances between the SN’s and the PN’s nodes are

decreased, and as a consequence, the average quality of the channels between them is

improved, leading to more interference caused by the PN to the SN. Figs. 3.11(a) and

3.11(b) show that the PN’s UL and DL APARs in Scenarios A change slightly by in-

creasing ds. Fig. 3.11(c) reveals the UL+DL APAR of the SN and PN in Scenario A.

It follows from this figure that increasing (decreasing) ds does not have any significant

effect on the PN performance while by increasing that, the SN performance remarkably

degrades. In Fig. 3.12, we study the performance of Scenario A in terms of the SN’s

and PN’s APARs, when Ms is changed. In this figure, we assume Np = 4, Ns = 4,

ds = 500 m, P̃1 = 25 dBm, P̃2 = 20 dBm and ρ = 0.9. As expected, we can see

from Figs. 3.12(a) and 3.12(b) that by increasing Ms, the SN’s performance in both the

UL and the DL is improved as the beamforming performance is enhanced. Figs. 3.13(a)

and 3.13(b) show that changing Ms has a negligible effect on the PN’s APARs in the
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Figure 3.7: SN’s APARs in both scenarios versus total power of the PN for estimated CSI, with
Mp = 32, Ms = 20, Np = 4, Ns = 4, dp = 1000 m, ds = 500 m, P̃2 = 20 dBm, η = 0.5,
ρ = 0.9, Nt = 12, Nup = 200, Ndp = 200.
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Figure 3.8: PN’s APARs in both scenarios versus total power of the PN for estimated CSI, with
Mp = 32, Ms = 20, Np = 4, Ns = 4, dp = 1000 m, ds = 500 m, P̃2 = 20 dBm, η = 0.5,
ρ = 0.9, Nt = 12, Nup = 200, Ndp = 200.
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Figure 3.9: SN’s and PN’s APARs in both scenarios versus total power of the PN for estimated
CSI, with Mp = 32, Ms = 20, Np = 4, Ns = 4, dp = 1000 m, ds = 500 m, P̃2 = 20 dBm,
η = 0.5, ρ = 0.9, Nt = 12, Nup = 200, Ndp = 200.
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Figure 3.10: SN’s APARs in both scenarios versus ds for estimated CSI, with Mp = 32,
Ms = 20, Np = 4, Ns = 4, dp = 1000 m, P̃1 = 25 dBW, P̃2 = 20 dBW, η = 0.5, ρ = 0.9,
Nt = 12, Nup = 200, Ndp = 200.
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Figure 3.11: SN’s and PN’s APARs in both scenarios versus ds for estimated CSI, with Mp =
32, Ms = 20, Np = 4, Ns = 4, dp = 1000 m, P̃1 = 25 dBW, P̃2 = 20 dBW, η = 0.5, ρ = 0.9,
Nt = 12, Nup = 200, Ndp = 200.
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Figure 3.12: SN’s APARs in both scenarios versus Ms for estimated CSI, with Mp = 32,
Np = 4, Ns = 4, dp = 1000 m, ds = 500 m, P̃1 = 25 dBm, P̃2 = 20 dBm, η = 0.5, ρ = 0.9,
Nt = 12, Nup = 200, Ndp = 200.
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Figure 3.13: SN’s and PN’s APARs in both scenarios versus Ms for estimated CSI, with Mp =
32, Np = 4, Ns = 4, dp = 1000 m, ds = 500 m, P̃1 = 25 dBm, P̃2 = 20 dBm, η = 0.5,
ρ = 0.9, Nt = 12, Nup = 200, Ndp = 200.
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UL and the DL. It is worth emphasizing that in the SN’s UL, the SN has to guarantee

a minimum data rate for each PU. Thus, increasing the number of SBS’s antennas does

not change the PN performance considerably. Additionally, in the DL state of the SN,

the SN works in the spatial spectrum holes of the PN, and hence, increasing Ms cannot

affect the PN’s performance noticeably. It should be added that the UL state of the PN

coincides with the training and UL modes of the SN. Thus, the interference causes by

the SN on PN during the training mode leads to more degradation of APAR of the PN

in UL (Fig. 3.13(a)) compare to DL (Fig. 3.13(b)). For the considered set of parameters

with all values of Ms, Fig. 3.13(c) indicates the UL+DL APAR for the SN and PN.
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Chapter 4

Underlay Spectrum Sharing in a
R-TDD Massive MIMO Network

This chapter is dedicated to addressing the joint challenges of power allocation and

beamforming design within the context of the R-TDD protocol, referred to as Scenario

B. In R-TDD, the PN operates in UL while the SN is in training and DL phases, and vice

versa. Our primary goal is to ensure the QoS requirements of the PN while maximizing

the total achievable sum-rate of the SN in both the UL and DL.

To achieve this, we formulate an optimization problem that takes into account the

minimum acceptable data rate of each PU in both UL and DL, while satisfying the

power constraints of the SN. Effectively, we divide the main optimization problem into

two separate problems, one for UL and another for DL, each with its corresponding

solutions. This chapter’s structure is as follows: In Section 4.1 and 4.2, we introduce

the system model and data models that describe the signals received by the SN and

PN nodes in both UL and DL states, respectively. In Section 4.3, we introduce the

main optimization problem and detail the strategies employed to address the UL and

DL aspects independently. Subsequently, Section 4.4 and 4.5 provide some remarkable

notes and an in-depth discussion of the numerical results obtained from our proposed

approaches, respectively. We conduct a comparative analysis of the performances of

the PN and SN in UL and DL for both Scenario A and Scenario B. Furthermore, we

investigate how the APAR of the SN and PN in UL+DL scenarios may be affected by
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Figure 4.1: Scenario B in frame f .

variations in the PN or SN parameters. The obtained results provide valuable insights

into the efficiency of the power allocation and beamforming schemes, which contribute

to enhancing the overall system capacity and ensuring the desired QoS for both the PN

and SN in the R-TDD mode. Lastly, we compare our proposed approach to an exit

research [136].

4.1 System Model

In Scenario B, as previously mentioned, we adopt a cognitive radio scheme where two

massive MIMO networks operate within the same RF bandwidth. In this setting, the

PN is allocated the RF bandwidth, while the SN opportunistically utilizes the available

spectrum with minimal interference to the PN’s operations. The PN is composed of a

base station equipped with Mp antennas, serving Np single-antenna users. Similarly, the

SN consists of a base station with Ms antennas, catering to Ns single-antenna users. The

geometric configuration of the two networks remains the same as assumed in Scenario

A (Fig. 3.1). However, the operational framework in Scenario B significantly differs,

employing R-TDD (Fig. 4.1).

4.2 Data Models of Scenario B

Within this section, we establish data models for both UL and DL modes specific to

Scenario B. To maintain simplicity and consistency, we repurpose some of the notations

employed in the preceding section.

57



4.2.1 PN’s DL data model

In Scenario B, when the SN is in UL, the PN is in DL. Let y1,l(f, t) represent the signal

received at the l-th PU at time t of frame f , for t = 1, 2, . . . , Ndp. We can then write

y1,l(f, t) = hT
1,lW

∗
1

(
ã1(t) � x1(f, t)

)
+ gT

l

(
a2(t) � s2(f, t)) + ν1,l(f, t). (4.1)

Here, gl , [gl1 gl2 ∙ ∙ ∙ glNs ]
T ∈ CNs×1 is the channel vector between the l-th PU

and all SUs, where glk is the channel gain between the l-th PU and the k-th SU. Also,

x1(f, t) ∈ CNp×1 is the vector of the DL unit-power symbols transmitted by the PBS

towards all PUs at time t of frame f , for t = 1, 2, . . . , Ndp ; whereas s2(f, t) ∈ CNs×1

stands for the vector of the unit-power symbols transmitted by all SUs during the UL of

frame f , for t = 1, 2, . . . , Nup. The power adjusting vectors ã1(t) and a2(t) are defined

as ã1(t) , [
√

p̃1,1

√
p̃1,2 ∙ ∙ ∙

√
p̃1,Np ]

T and a2(t) = [
√

p2,1
√

p2,2 ∙ ∙ ∙
√

p2,Ns ]
T ,

where p̃1,l is the power allocated to the l-th PU by the PBS, and p2,k stands for the

transmit power of the k-th SU; ν1,l(f, t) is the measurement noise component at the l-th

PU at time t in frame f . It should be mentioned that in Scenario B, we have Ndp = Nus

(see Fig. 3.2). From (4.1), the DL SINR at the l-th PU, denoted as γ̃1,l(t), is now given

by

γ̃1,l(t) =
p̃1,l|wH

1,lh1,l|2

∑

l′ 6=l

p̃1,l′ |w
H
1,l′h1,l|

2 +
Ns∑

k=1

p2,k|glk|
2 + σ2

, for t = 1, 2, . . . , Ndp. (4.2)

4.2.2 SN’s UL data model

We now use r2(f, t) ∈ CNs×1 to represent the vector of the UL received signals after

beamforming at the SBS at time t within frame f , for t = 1, 2, . . . , Ndp. We can then

write

r2(f, t) = WH
2 H2

(
a2(t) � s2(f, t)

)
+ WH

2 Q12W
∗
1

(
ã1(t) � x1(f, t)

)
+ WH

2 n2(f, t)
(4.3)

where Q12 ∈ CMs×Mp represents the MIMO channel between the SBS and the PBS;

n2(f, t) ∈ CMs×1 denotes the receiver noise vector at time t of frame f . Based on (4.3),
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at time t, the SINR at the SBS corresponding to the k-th SU, denoted as γ2,k(t), is given

by

γ2,k(t) =
p2,k|wH

2,kh2,k|2
∑

k′ 6=k

p2,k′ |wH
2,kh2,k′ |2 + ‖wH

2,kQ12W
∗
1diag(ã1(t))‖

2 + σ2‖w2,k‖
2
, for t = 1, 2, . . . , Ndp.

(4.4)

4.2.3 PN’s UL data model

In Scenario B, when the SN is in training and DL, the PN is in UL. Let r1(f, t) ∈ CNp×1

represent the vector of the received signals after beamforming at the PBS during the

PN’s uplink at time t of frame f , for t = 1, 2, . . . , Nup. We can then write

r1(f, t) = WH
1 H1

(
a1(t) � s1(f, t)

)
+ WH

1 z2(f, t) + WH
1 n1(f, t). (4.5)

where we use s1(f, t) ∈ CNp×1 to represent the vector of the UL unit-power symbols

transmitted by all PUs at time t in frame f , for t = 1, 2, . . . , Nup; the power adjusting

vector a1(t) is defined as a1(t) , [
√

p1,1
√

p1,2 ∙ ∙ ∙ √
p1,Np ]

T = p1,max1, with

p1,l = p1,max being the transmit power of the l-th PU. Also, z2(f, t) ∈ CMp×1 stands for

the vector1 of the unit-power symbols transmitted by all SUs during training at frame f ,

for t = 1, 2, . . . , Nt, concatenated by the vector of the unit-power symbols transmitted

by the SBS during DL at frame f , for t = Nt +1, Nt +2, . . . , Nup. That is, we can write

z2(f, t) =

{
H12

(
ã2(t) � t2(f, t)

)
, for t = 1, 2, . . . , Nt

QT
12W̃

∗
2

(
ã2(t) � x2(f, t)

)
, for t = Nt + 1, Nt + 2, . . . , Nup

(4.6)

where t2(f, t) ∈ CNs×1 is the vector of unit-power symbols transmitted by all SUs

during training at frame f , for t = 1, 2, . . . , Nt whereas x2(f, t) ∈ CNs×1 is the vector

of the DL unit-power symbols transmitted by the SBS towards all the SUs at time t of

frame f , for t = Nt + 1, Nt + 2, . . . , Nup. The Ns × 1 vector ã2(t) is defined as

ã2(t) ,

{√
α1, for t = 1, 2, . . . Nt[√
p̃2,1

√
p̃2,2 ∙ ∙ ∙

√
p̃2,Ns

]T
, for t = Nt + 1, Nt + 2, . . . , Nup

(4.7)

1Note that as shown in Fig. 3.2, the sum of the length of the vector of the symbols transmitted by SUs
during training and that of the vector of the symbol transmitted by the SBS during DL is equal to the
length of the symbol vector transmitted by the PUs during uplink.
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where α is the transmit power of the SUs during training and p̃2,k stands for the transmit

power of the SBS allocated to the k-th SU, for k = 1, 2, . . . , Ns. Based on (4.5), at time

t, the SINR at the PBS corresponding to the l-th PU, denoted as γ1,l(t), is given by

γ1,l(t) =
p1,max|w

H
1,lh1,l|

2

∑

l′ 6=l

p1,max|w
H
1,lh1,l′ |

2 + %l(t) + σ2‖w1,l‖
2
, for t = 1, 2, . . . , Nup (4.8)

where we define

%l(t) ,

{
α‖wH

1,lH12‖2, for t = 1, 2, . . . Nt

‖wH
1,lQ

T
12W̃

∗
2 diag(ã2(t))‖2, for t = Nt + 1, Nt + 2, . . . , Nup.

(4.9)

4.2.4 SN’s DL data model

Let y2,k(f, t) represent the signal received at the k-th SU at time t of frame f , for t =

Nt + 1, Nt + 2, . . . , Nup . We can then write

y2,k(f, t) = hT
2,kW̃

∗
2

(
ã2(t) � x2(f, t)

)
+ ğT

k

(
a1(t) � s1(f, t)

)
+ ν2,k(f, t). (4.10)

where ğk , [ğk1 ğk2 ∙ ∙ ∙ ğkNp ]
T ∈ CNp×1 is the channel vector between the k-th SU

and all PUs and ğkl is the channel gain between the k-th SU and the l-th PU; ν2,k(f, t) is

the measurement noise component at the k-th SU at time t of frame f . Based on (4.10),

at time t, the SINR at the k-th SU in DL, denoted as γ̃2,k(t), is given by

γ̃2,k(t) =
p̃2,k|hH

2,kw̃2,k|2

∑

k′ 6=k

p̃2,k′ |hH
2,kw̃2,k′ |2 +

Np∑

l=1

p1,max|ğkl|
2 + σ2

, for t = Nt + 1, Nt + 2, . . . , Nup .

(4.11)

In the next section, we present the solutions to the optimization problems of Scenario B

in UL and DL.

4.3 Optimization Problems in Scenario B

We now aim to maximize the total sum-rate of the SN in both UL and DL states sub-

ject to satisfying predefined constraints on transmitted power of the SN and minimum
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acceptable individual rate for the PUs. Let us the UL achievable rate of the l-th PU as

R1,l(W1,W̃2,p1, p̃2) =
1

Nup

Nup∑

t=1

log2 (1 + γ1,l(t)) (4.12)

Also, we represent the DL achievable rate of the l-th PU as

R̃1,l(W1, p̃1,p2) =
1

Ndp

Ndp∑

t=1

log2 (1 + γ̃1,l(t)) (4.13)

is the DL achievable rate of the l-th PU. Moreover, the total UL sum-rate of the SN is

given by

R2(W1,W2, p̃1,p2) =
Ns∑

k=1

R2,k(W1,W2, p̃1,p2), (4.14)

where

R2,k(W1,W2, p̃1,p2) =
1

Ndp

Ndp∑

t=1

log2 (1 + γ2,k(t)) (4.15)

is the UL achievable rate of the k-th SU. Also, we express the total DL sum-rate

of the SN as R̃2(W̃2,p1, p̃2) =
∑Ns

k=1 R̃2,k(W̃2,p1, p̃2), where R̃2,k(W̃2,p1, p̃2) =

1
Nup

∑Nup

t=Nt+1 log2 (1 + γ̃2,k(t)) is the DL achievable rate of the k-th SU. We can now

write the optimization problem of maximizing the weighted UL and DL sum-rates of

the SN as

max
W2,W̃2,p2,p̃2

βR2(W1,W2, p̃1,p2) + β̃R̃2(W̃2,p1, p̃2) (4.16a)

s.t. C1 : 0 ≤ p2,k ≤ p2,max, for k = 1, 2, . . . , Ns

(4.16b)

C2 : R1,l(W1,W̃2,p1, p̃2) ≥ r1,l, for l = 1, 2, . . . , Np

(4.16c)

C3 : ‖w̃2,k‖
2 = 1, for k = 1, 2, . . . , Ns

(4.16d)

C4 : 1T p̃2 ≤ P̃2 (4.16e)

C5 : R̃1,l(W1, p̃1,p2) ≥ r̃1,l, for l = 1, 2, . . . , Np

(4.16f)

C6 : p̃2,k ≥ 0 , for k = 1, 2, . . . , Ns.
(4.16g)
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Based on our assumption that W1, p1 and p̃1 are set by the PN without taking the

presence of the SN into account, these parameters are obtained similar to Scenario A.

As it can be seen in (4.16), the parameters determining the sum-rates of both networks

in DL and UL are different and thus, we can separate the optimization problems of UL

and DL sum-rates as

max
W2,p2

R2(W1,W2, p̃1,p2) (4.17a)

s.t. C1 : 0 ≤ p2,k ≤ p2,max, for k = 1, 2, . . . , Ns (4.17b)

C5 : R̃1,l(W1, p̃1,p2) ≥ r̃1,l, , for l = 1, 2, . . . , Np (4.17c)

and

max
W̃2,p̃2

R̃2(W̃2,p1, p̃2) (4.18a)

s.t. C2 : R1,l(W1,W̃2,p1, p̃2) ≥ r1,l, for l = 1, 2, . . . , Np (4.18b)

C3 : ‖w̃2,k‖
2 = 1, for k = 1, 2, . . . , Ns (4.18c)

C4 : 1T p̃2 ≤ P̃2 (4.18d)

C6 : p̃2,k ≥ 0 , for k = 1, 2, . . . , Ns. (4.18e)

In the next two subsections, we aim to solve the above two problems.

4.3.1 SN Optimization Problem in UL

Note that obtaining the optimal value of W2 amounts to maximizing γ2,k(t), for t =

1, 2, . . . , Ndp, as given in (4.4). However such an optimal value, which is indeed the

MVDR solution, requires the knowledge of Q12W
∗
1 at the SBS and this knowledge may

not be available at the SBS2. To tackle this issue, we note that the second term in the

denominator of (4.4) is the power of interference caused by the PBS at the SBS during

the UL reception of the k-th SU. We propose to cancel this interference by designing the

SBS’s beamforming matrix such that WH
2 Q12W

∗
1 = 0. As the knowledge of Q12W

∗
1

2The MIMO channel Q12 can not be estimated at the SBS as the PBS is not meant to transmit any
training symbols, neither may the beamforming matrix W1 be known at the SBS.
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may not be available at the SBS, we propose to ensure that WH
2 Υ = 0, where Υ

is an Ms × Np matrix whose columns span the column space of the effective MIMO

channel Q12W
∗
1 corresponding to the SBS-PBS links3. While Q12 and W1 may not be

known at the SBS, one can estimate Υ during the learning phase, when the PN is in

DL. Indeed, during the learning phase4, the SBS can collect signal vectors when the PN

is in DL mode and construct the sample covariance matrix of the received data. The

Np orthogonal eigenvectors of the so-obtained sample covariance matrix corresponding

to the Np largest eigenvalues can be used as the Np columns of Υ. Let us define the

Ms × (Ms − Np) matrix Γ such that its columns span the orthogonal column space

(left null space) of Υ, then the constraint WH
2 Υ = 0

ˉ
implies that W2 = ΓΛ must

hold true, for some (Ms − Np) × Ns matrix Λ. One simple way to determine W2

is to ensure that the UL signals of different SUs do not interfere with each other. To

do so, we can add the constraint W2
HH2 = I, which is equivalent to the constraint

HH
2 ΓΛ = I. If Ms ≥ Ns + Np, we obtain Λ = (ΓHH2)(H

H
2 ΓΓHH2)

−1. As a result,

by choosing W2 = Γ(ΓHH2)(H
H
2 ΓΓHH2)

−1, the first two terms in the denominator

of (4.4) vanish, and hence, we can write

γ2,k(t) =
p2,k

σ2‖w2,k‖2
, for t = 1, 2, . . . , Ndp. (4.19)

Now, we turn our attention to the objective function of (4.17). Using the ZF BF in (3.15)

for W1, we can simplify γ̃1,l(t), given in (4.2) as γ̃1,l(t) =
p̃1,lμ

2
l

Ns∑

k=1

p2,k|glk|
2 + σ2

, for t =

3As such, our proposed scheme does not require the knowledge of the MIMO channel Q12 corre-
sponding to the SBS-PBS links using pilot signals, thereby saving communication resources.

4Note that the learning phase comprises of several SN’s communication frames, where all nodes in
the SN remain quiet and listen to the PN. Indeed, what have been shown in Fig. 3.2, are only portions of
the learning phase that overlap with the training phase of the PN. The other portion of the learning phase,
not shown in Fig. 3.2, comprises of several complete PN’s frames, where all nodes in the SN remain quiet
and use the signals received from the PN nodes to estimate Υ as well as to estimate the channel vectors
corresponding to the SBS-PU and SBS-SU links. For the estimation of the these channel vectors, we refer
reader to [76].
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1, 2, . . . , Ndp. We can then write (4.13) as

R̃1,l(W1, p̃1,p2) =
1

Ndp

Ndp∑

t=1

log2 (1 + γ̃1,l(t)) = log2 (1 +
μ2

l p̃1,l

Ns∑

k=1

p2,k|glk|
2 + σ2

)

(4.20)

We can now use (4.20) to write Constraints C5 equivalently as

Ns∑

k=1

p2,k|glk|
2 ≤ ζ1,l, for l = 1, 2, . . . , Np (4.21)

where we define ζ1,l ,
μ2

l p̃1,l

2
r̃1,l−1

−σ2. To enforce (4.21), the SBS requires the knowledge of

the parameters {ζ1,l}
Np

l=1. These parameters depend on {μ2
l p̃1,l}

Np

l=1 and {r̃1,l}
Np

l=1. Hence,

the PBS is required to provide these parameters to the SBS. Note that as we assume

that the PBS uses the water-filling for DL, some of the PUs might not be served by the

PBS, i.e., they receive zero power. In such case, those users need not be protected by

the SBS. Hence, without loss of generality we assume that all Np PUs receive power in

DL, that p̃1,l > 0 and r̃1,l > 0. Note that to enforce C5 as in (4.21), the SBS requires the

knowledge of the coefficients |glk|2, for k = 1, 2, . . . , Ns, and l = 1, 2, . . . , Np, which

is the channel gain between the l-th PU and k-th SU. Each SU can use the training

symbols transmitted by different PUs during the PN phase to estimate these channel

gains and provide the SBS with the channel gain estimates over a control channel. Using

W2 = Γ(ΓHH2)(H
H
2 ΓΓHH2)

−1 along with (4.14), (4.15), (4.19), and (4.21), the

optimization problem (4.17) is simplified as

max
p2

Ns∑

k=1

log2(1 +
p2,k

σ2‖w2,k‖2
) (4.22a)

s.t. C1 : 0 ≤ p2,k ≤ p2,max, for k = 1, 2, . . . , Ns (4.22b)

C5 :
Ns∑

k=1

p2,k|glk|
2 ≤ ζ1,l, for l = 1, 2, . . . Np. (4.22c)

The cost function of optimization problem (4.22) is convex, while the constraints are

linear. Hence, this problem can be solved using interior point methods.
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4.3.2 SN Optimization Problem in DL

We now aim to tackle the optimization problem (4.18). To simplify Constraint C2, we

can use (4.8), (4.9), and (4.12) to write this constraint, for l = 1, 2, . . . , Np, as

Nt∑

t=1

log2 (1 +
p1,maxμ

2
l

α
Ns∑

k=1

|hH
12,kw1,l|

2 + σ2

)+

Nup∑

t=Nt+1

log2 (1 +
p1,maxμ

2
l

‖wH
1,lQ

T
12W̃

∗
2 diag(ã2(t))‖

2 + σ2
) ≥ Nupr1,l. (4.23)

In order to guarantee (4.23), the SBS requires, among other parameters, the knowledge

of{w1,lQ12}
Np

l=1. Such knowledge, however, may not be available to the SBS. To tackle

this issue, we use a tighter constraint on W̃2 as W̃H
2 Υ = 0

ˉ
. Doing so ensures that W̃2

has no role in guaranteeing (4.23). Furthermore, to ensure that the signal intended for

any SU causes no interference to other SUs, we resort to the ZF constraint on W̃2, writ-

ten as W̃H
2 H2 = D, where D is a complex diagonal matrix used to satisfy Constraint C3.

As the columns of Γ span the orthogonal column space (left null space) of Υ, then the

constraint W̃H
2 Υ = 0 implies that W̃2 = ΓΛ̃ must hold true, for some (Ms −Np)×Ns

matrix Λ̃. If Ms ≥ Ns + Np, we obtain Λ̃ = (ΓHH2)(H
H
2 ΓΓHH2)

−1D. Therefore, we

can show that

W̃2 = Γ(ΓHH2)(H
H
2 ΓΓHH2)

−1D, (4.24)

where the k-th diagonal element of D can be defined as the inverse of the `2-norm

of the k-th column of Γ(ΓHH2)(H
H
2 ΓΓHH2)

−1. Note also that in (4.23), the term

|hH
12,kw1,l|2 is not known at the SBS. To address this issue, we replace this term with the

approximation given by (3.23). Given W̃2 in (4.24), the optimization problem (4.18) is

simplified as

max
p̃2

Nup − Nt

Nup

Ns∑

k=1

log2

[
1 +

p̃2,kD
2
k,k

Np∑

l=1

p1,max|ğkl|
2 + σ2

]
(4.25a)
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s.t. C4 : 1T p̃2 ≤ P̃2, (4.25b)

C6 : p̃2,k ≥ 0 , for k = 1, 2, . . . , Ns. (4.25c)

The solution to (4.25) can be obtained using the well-known water-filling algorithm as

p̃2,k = max{0, ψ2 − D−2
k,k(

Np∑

l=1

p1,max|ğkl|
2 + σ2)} (4.26)

where ψ2 is determined, using a bisection method, as the solution to the following equa-

tion:
∑Ns

k=1 max{0, ψ2 − D−2
k,k(
∑Np

l=1 p1,max|ğkl|2 + σ2)} = P̃2.

4.4 Remarks

The following remarks are in order.

Remark 1: Note that the proposed solutions require a good time alignment. In

this work we assumed such a time alignment has been achieved. Devising such time

synchronization does not fit in the scope of this work. We believe available time syn-

chronization techniques can be used to ensure the two networks are time-aligned within

acceptable tolerance.

Remark 2: Note that the solution proposed for Scenario A requires that the PBS

provide a few parameters, namely {μ2
l p1,max}

Np

l=1, {r1,l}
Np

l=1 and {r̃1,l}
Np

l=1 to the SBS. In

Scenario B, the PBS is required to provide the parameters {μ2
l p̃1,l}

Np

l=1, {r̃1,l}
Np

l=1, and

p1,max to the SBS. As such, in each scenario, there is only a minimal information ex-

change between the two networks. Upon receiving these parameters from the PBS, the

SBS can then find the solution to corresponding optimization problem for each scenario,

thereby obtaining the respective beamformers and the power allocation scheme.

4.5 Simulation Results

4.5.1 The impact of varying PN and SN parameters on the perfor-
mances of both scenarios

In this part of our dissertation, we investigate the influence of various parameters on the

performances of the PN and SN in both scenarios A and B. The corresponding solutions

66



35 40 45 50 55
3

3.5

4

4.5

5

5.5

Total power of PN in downlink, P̃1 (dBm)

SN
’s

U
L

A
PA

R
(b

ps
/H

z/
us

er
)

Scenario A
Scenario B

(a) SN in uplink.

35 40 45 50 55
3

4

5

6

7

8

9

10

11

Total power of PN in downlink, P̃1 (dBm)

SN
’s

D
L

A
PA

R
(b

ps
/H

z/
us

er
)

Scenario A
Scenario B

(b) SN in downlink.

Figure 4.2: SN’s APARs in both scenarios versus total power of the PN for estimated CSI, with
Mp = 32, Ms = 20, Np = 4, Ns = 4, dp = 1000 m, ds = 500 m, P̃2 = 20 dBm, η = 0.5,
ρ = 0.9, Nt = 12, Nup = 200, Ndp = 200.
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are based on the estimated CSI obtained using the method proposed in [76]. Fig. 4.2

presents the achieved APAR in the UL, DL, and combined UL+DL versus P̃1 for both

networks under certain conditions: Ms = 20, Np = 4, Ns = 4, P̃2 = 20 dBm, ds = 500

m, and ρ = 0.9. As depicted in Fig. 4.2(a), increasing the transmit power, P̃1, enhances

the SN’s UL APAR in both scenarios. This improvement, same as what we explained in

chapter 3, is attributed to the increase in the maximum achievable rates (rmax
1,l and r̃max

1,l ).

As P̃1 rises, allowing the SN to exploit more spectral usage by imposing more interfer-

ence on the PN. Consequently, the SN’s UL APAR is augmented. Moreover, Scenario

B outperforms Scenario A by approximately 1.3 (bps/Hz/user) in terms of the SN’s UL

APAR. This is attributed to the fact that in Scenario B, the SBS receives less interference

from the PBS, which is equipped with beamforming, compared to Scenario A, where

the single-antenna PUs cannot employ beamforming techniques and cause more interfer-

ence on the SBS in this state. On the other hand, Fig. 4.2(b), illustrates that increasing

P̃1 degrades the performance of both scenarios in the DL state of the SN, as the PN

causes more interference to the Secondary Users (SUs) with the increase in P̃1. In this

phase, Scenario A exhibits better performance compared to Scenario B. This difference

arises because in Scenario A, the SUs experience less interference from the PBS, which

employs beamforming, while in Scenario B, the single-antenna PUs cannot control in-

terference and have an omni-directional transmission pattern. According to Fig. 4.3(a),

in the PN’s UL state, Scenario B demonstrates approximately 0.4 (bps/Hz/user) higher

performance in terms of the PN’s UL APAR compared to Scenario A. It should be noted

that in Scenario B, the SBS utilizes a beamformer, allowing it to safeguard the PBS.

Conversely, in Scenario A, the SUs lack the ability to protect the PBS since they are

equipped with single-antenna units. Furthermore, it is evident from the graph that even

though the SBS safeguards the PBS in Scenario B, the presence of the SN leads to a

degradation in the PN’s performance compared to the scenario without the SN. This

can be attributed to the fact that the pilots transmitted by the SUs disrupt the signals

received by the PBS from the PUs during the SN’s training phase, which aligns with the
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Figure 4.3: PN’s APARs in both scenarios versus total power of the PN for estimated CSI, with
Mp = 32, Ms = 20, Np = 4, Ns = 4, dp = 1000 m, ds = 500 m, P̃2 = 20 dBm, η = 0.5,
ρ = 0.9, Nt = 12, Nup = 200, Ndp = 200.
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UL interval of the PN (refer to Figs. 3.2 and 4.1). Despite the protection provided to the

PBS during the SN’s DL, this interference remains, impacting the overall performance

of the PN in Scenario B. Fig. 4.3(b) illustrates that during the PN’s DL phase, Scenario

A enhances the PN’s APAR by approximately 1 (bps/Hz/user) compared to Scenario B.

In Scenario A, the SBS can safeguard the PUs during the PN’s DL phase, while the SUs

lack the capability to provide such protection in Scenario B. Moreover, we notice that

the PN’s DL performance remains nearly unchanged when the SN is absent compared

to its presence in Scenario A. Importantly, in Scenario A, the SN can protect the PUs

during the PN’s DL phase, and the SN’s training phase does not coincide with the PN’s

DL. As depicted in Fig. 4.4(a) for these simulation parameters, Scenario B exhibits a

higher UL+DL APAR for the SN compared to Scenario A, while showing a slightly

lower UL+DL APAR for the PN. As illustrated in Fig. 4.4(b), the APAR of the entire

network (PN+SN) surpasses that of the PN network alone, without the presence of SN.

This observation indicates that the adoption of the proposed USS approach leads to an

enhancement in the overall APAR of the network.

In Fig. 4.5, we explore the impact of ds on the APARs of both networks. Consid-

ering Ms = 20, Np = 4, Ns = 4, P̃1 = 25 dBm, P̃2 = 20 dBm and ρ = 0.9, we plot

the UL, DL, and UL+DL APARs against ds for both the PN and the SN in Scenario A

and Scenario B. As illustrated in Figs. 4.5(a) and 4.5(a), the UL and DL APARs of the

SN in both scenarios show a decrease as ds increases. As we explain this situation in

chapter 3, this observation can be attributed to the impact of increased ds on the average

distances between the SUs and the SBS. As ds rises, the average distance between the

SUs and the SBS increases, which results in a degradation of the average channel qual-

ity between them. Conversely, as ds increases, the average distances between the SN’s

and the PN’s nodes decrease, leading to an improvement in the average channel quality

between them. Consequently, this situation results in more interference caused by the

PN to the SN. As seen in Fig. 4.5(a), the increasing trend in ds leads to a notable widen-

ing of the gap between the UL APAR of the SN in scenarios A and B. This outcome
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Figure 4.4: SN’s and PN’s APARs in both scenarios versus total power of the PN for estimated
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can be attributed to the differences in interference levels between the two scenarios. In

Scenario B, the SBS encounters interference from the PBS, which is equipped with a

beamformer. Consequently, the SBS faces reduced interference levels compared to Sce-

nario A, where the SBS needs to guard against interference from single-antenna PUs

transmitting omni-directionally. Based on Fig. 4.5(b), it is evident that in the SN’s DL

phase, Scenario A outperforms Scenario B for smaller to moderately sized SN’s cover-

age areas. This is due to the fact that the SUs experience less interference caused by

the PBS equipped with a beamformer in Scenario A, whereas in Scenario B, the single-

antenna PUs cause more interference to the SUs. In relatively large SN’s areas, Scenario

B outperforms Scenario A, indicating that the power transmitted by the PBS (which is

higher than the average power transmitted by the PUs) has a more significant impact

than the use of beamforming by the PBS. Figs. 4.6(a) and 4.6(b) demonstrate that the

PN’s UL and DL APARs in scenarios A and B exhibit minimal variations when ds is

increased. Indeed, the marginal change in the PN’s UL and DL APARs as ds increases

can be attributed to the SN’s obligation to protect the PN. As a result, increasing the

SN’s parameters has limited impact on the PN’s performance. Analysis of Fig. 4.7(a)

shows that under the considered parameters, Scenario A yields higher UL+DL APAR

for the SN in small SN coverage areas, whereas for large SN coverage areas, Scenario

B exhibits superior performance over Scenario A. Furthermore, it is evident from this

figure that Scenario B consistently results in a greater reduction in the PN’s UL+DL

APAR for all assumed values of ds, compared to Scenario A. This observation can be

explained by the substantial difference between Scenarios A and B in the PN’s DL (as

indicated in Fig. 4.6(b)), which is greater compared to the difference observed in the

PN’s UL (as shown in Fig. 4.6(a)). As shown in Fig. 4.7(b), the APAR of the PN+SN

is markedly higher than the APAR of the PN in the absence of the SN, affirming the

effective enhancement in utilizing the underutilized PN frequency band through the im-

plementation of USS. Additionally, in line with our expectations (as seen in Figs. 4.6(a)

and 4.6(b)), the performance of the PN remains unaffected by variations in ds. Figs. 4.8,
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Figure 4.5: SN’s APARs in both scenarios versus ds for estimated CSI, with Mp = 32, Ms =
20, Np = 4, Ns = 4, dp = 1000 m, P̃1 = 25 dBm, P̃2 = 20 dBm, η = 0.5, ρ = 0.9, Nt = 12,
Nup = 200, Ndp = 200.

73



200 300 400 500 600 700 800
13.5

14

14.5

15

15.5

16

PN
’s

U
L

A
PA

R
(b

ps
/H

z/
us

er
)

ds (m)

Scenario A
Scenario B

SN absent

(a) PN in uplink.

200 300 400 500 600 700 800
13

13.5

14

14.5

15

15.5

16

PN
’s

D
L

A
PA

R
(b

ps
/H

z/
us

er
)

ds (m)

Scenario A
Scenario B

SN absent

(b) PN in downlink.

Figure 4.6: PN’s APARs in both scenarios versus ds for estimated CSI, with Mp = 32, Ms =
20, Np = 4, Ns = 4, dp = 1000 m, P̃1 = 25 dBm, P̃2 = 20 dBm, η = 0.5, ρ = 0.9, Nt = 12,
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Figure 4.8: SN’s APARs in both scenarios versus Ms for estimated CSI, with Mp = 32, Np =
4, Ns = 4, dp = 1000 m, ds = 500 m, P̃1 = 25 dBm, P̃2 = 20 dBm, η = 0.5, ρ = 0.9,
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4.9 and 4.10 present a comparison of the performance between Scenarios A and B in

relation to the APARs of the SN and PN, with varying Ms. The parameters assumed

for this analysis are Np = 4, Ns = 4, ds = 500 m, P̃1 = 25 dBm, P̃2 = 20 dBm

and ρ = 0.9. As anticipated, Figs. 4.8(a) and 4.8(b) demonstrate that an increase in the

number of antennas (Ms) enhances the performance of both the UL and DL phases of

the SN in Scenario A and Scenario B. It can be explained by considering the fact that,

increasing the number of SBS’s antennas, leads to the implementation of a more effec-

tive beamformer. Notably, Scenario B exhibits superior performance in the SN’s UL,

while Scenario A performs better in the DL. This difference can be attributed to the SBS

in Scenario B experiencing reduced interference from the PBS, which is equipped with

a beamformer, in contrast to Scenario A, where the SBS faces interference from single-

antenna PUs without beamforming capabilities. As illustrated in Figs. 4.9(a) and 4.9(b),

varying the number of SBS’s antennas (Ms) has a minimal impact on the APARs of the

PN in both the UL and DL scenarios. This observation is due to specific operational

constraints in the SN’s UL and DL phases. In the SN’s UL, the system must ensure the

minimum data rate for each PU. Consequently, increasing the number of SBS’s anten-

nas does not significantly alter the PN’s performance. Similarly, in the DL state of the

SN, it operates in the spatial spectrum holes of the PN, and therefore, variations in Ms

do not remarkably affect the PN’s performance. Fig. 4.10(a) demonstrates that across

all values of Ms for the considered parameter set, Scenario B outperforms Scenario A

in terms of the UL+DL APAR for the SN and results in a higher value. On the other

hand, Scenario A leads to a greater UL+DL APAR for the PN. This observation can be

explained by the larger gap between the two scenarios in the PN’s DL (as depicted in

Fig. 4.9(b)) compared to the gap in the PN’s UL (as shown in Fig. 4.9(a)). In addition,

Fig. 4.10(b), as previously demonstrated, confirms that the utilization of USS signif-

icantly improves the overall network performance (PN+SN) for both scenarios when

compared to the absence of the SN.
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Figure 4.9: PN’s APARs in both scenarios versus Ms for estimated CSI, with Mp = 32, Np =
4, Ns = 4, dp = 1000 m, ds = 500 m, P̃1 = 25 dBm, P̃2 = 20 dBm, η = 0.5, ρ = 0.9,
Nt = 12, Nup = 200, Ndp = 200.
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Figure 4.10: SN’s and PN’s APARs in both scenarios versus Ms for estimated CSI, with Mp =
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4.6 Comparison and Discussion

In Section 4.5, we conduct a comparative analysis of both Scenario A and Scenario

B. In this section, we now try to compare our findings to those presented in the liter-

ature, [136], and subsequently, we analyse forthcoming simulation results (Fig. 4.11).

It is crucial to note that our initial assumptions significantly differ from those of [136].

Consequently, our comparison primarily focuses on the aspect of beamforming strate-

gies. To clarify, in [136], the training phases of both the PN and SN occur concurrently,

employing a pilot sharing technique for training. Conversely, in our proposed frame-

work, the SN is restricted from transmitting during the PN training interval. We intro-

duce a learning phase for the SN, during which it listens and gathers information about

the PN, with the aim of minimizing PN disruption. Additionally, in [136], the SN and

PN share all information jointly, whereas in our system, to mitigate disruption to the

PN, the SN employs a learning phase to gather PN information separately. Given these

disparities, a comprehensive comparison between these two works is limited, except in

the context of beamforming strategies. In [136], conventional ZF BF is employed to

facilitate each BS in serving its respective users and reducing interference. In contrast,

we employ different ZF BF techniques to mitigate interference caused by SN nodes to

PN nodes in both the UL and DL states of both scenarios. Subsequent graphs illustrate

the divergent outcomes resulting from the application of various ZF BF methods. As

evident in both figures, Figs. 4.11(a) and 4.11(b), our beamforming techniques yield

improved performance for both the primary and secondary networks. Furthermore, our

proposed model and underlying assumptions demonstrate that Scenario B outperforms

Scenario A in the SN, whereas in the PN, the reverse holds true. However, when employ-

ing conventional ZF BF, based on our assumptions for both the primary and secondary

networks, Scenario A has superior performance compared to Scenario B.
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Figure 4.11: SN’s and PN’s APARs comparison in both scenarios versus total power of the PN,
with Mp = 32, Ms = 20, Np = 4, Ns = 4, dp = 1000 m, ds = 500 m, P̃2 = 20 dBm, η = 0.5,
ρ = 0.9.
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Chapter 5

Conclusions and Future Work

In this chapter, we present a summary of the main results obtained in this dissertation

and outline some potential directions for future research.

5.1 Conclusions

In Chapter 3 of this dissertation, we conduct an in-depth study on the joint power alloca-

tion and beamformer design problem for a single-cell wireless system comprising two

multi-user networks. Each network consists of a base station, equipped with massive

multi-input-multi-output (MIMO), located at its center, while all users in both networks

are single-antenna devices. To enable underlay spectrum sharing (USS), we allow the

secondary network (SN), the network with no exclusive frequency spectrum, to oppor-

tunistically utilize the spectrum holes of the primary network (PN), license owner of the

frequency spectrum, as long as the constraints of both PN and SN are satisfied. In Sce-

nario A, which followed the conventional time-division duplexing (C-TDD) approach,

we examine the uplink (UL) and downlink (DL) states of both networks. The study

considers the impact of perfect and imperfect channel state information (CSI), where

the latter is estimated based on [76]. To minimize disrupting the PN and ensure seam-

less operation, the SN is required to listen to the PN during the learning phase [76]

and to obtain essential information about the locations of the primary nodes and their

channel states. Additionally, the PN’s parameters are designed without consideration of



the SN’s presence. To maximize the total SN’s sum-rate and spectral efficiency of the

whole network, we employ beamforming techniques for both the primary base station

(PBS) and secondary base station (SBS), as well as USS to enhance both spatial and

spectral diversity simultaneously. We formulate the total SN’s sum-rate maximization

problem in both UL and DL, while ensuring the primary users’ (PU) individual rate con-

straints and SN power limitations is guaranteed. The optimization problems and their

corresponding constraints can be easily separated and optimal solutions are proposed

for each phase. Our solutions result in simplicity and computational efficiency. By em-

ploying a zero-forcing (ZF) type receive beamformer at the SN, the SBS is effectively

protected from interference caused by the PN’s nodes. Additionally, a ZF type transmit

beamformer at the SN is designed to protect the PN’s nodes, allowing the PN to function

independently even in the presence of the SN. Numerical examples demonstrate that our

proposed system model significantly increases average per-user achievable rate( APAR)

in the presence of the SN, compared to the absence of the SN. Moreover, we observe

that changing PN’s parameters affects both PN and SN performances. However, alter-

ing the SN’s parameters had no considerable impact on the PN’s performance, mainly

affecting the SN’s performance in terms of APAR, as we thoroughly investigated. Fur-

thermore, our numerical findings indicate that the performance of the two networks is

not remarkably affected by the channel estimation errors.

In Chapter 4, we extend our investigation to the R-TDD mode while maintaining

the same system model as in Chapter 3. The joint problem of power allocation and

beamformer design is examined under this R-TDD approach, utilizing imperfect CSI as

discussed in [76]. Just like in Chapter 3, the PBS shares some of the PN’s information

with the SBS. As a result, during the learning phase, the SN listens to the PN, gathering

important information about the PN nodes. Beamforming techniques are employed for

both PBS and SBS, leading to the formulation of the SN’s sum-rate maximization prob-

lem in both UL and DL while satisfying the individual data rate constraints for PUs in

both phases and SN power limitations. Noticeably, the UL and DL optimization prob-
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Table 5.1: SN in Uplink

SN Scenario A Scenario B

DoFa Ms − Mp Ms − Np

Affected PN Nodeb PBS PUs

Source of Interference (SoI)c PUs (No BFd) PBS (BF)

Distance from the SoIe PUs PBS

a SBS Degrees of Freedom to serve SUs
b Which PN nodes may be affected by the interference caused from

the SUs in each scenario.
c Interference caused by the PN to SBS in each scenario.
d Beamforming.
e Distance of SBS from the PN’s SoI.

lems and their respective constraints can be readily separated, facilitating the provision

of optimal solutions that are both simple and computationally efficient. In the R-TDD

mode, the designed beamformers depend on the subspace spanned by the columns of the

MIMO channel matrix between the base stations of the two networks. This approach

eliminates the need for downlink training, resulting in improved spectral efficiency for

both networks, It is demonstrated that the beamforming and power allocation at the

PN are independent of those at the SN. Furthermore, our proposed R-TDD solution re-

quires less cooperation between the PN and SN compared to the C-TDD mode solution.

Through numerical experiments, we illustrate that our proposed R-TDD mode gener-

ally outperforms the C-TDD mode in terms of the SN’s sum-rates. Similar to Chapter 3,

our proposed system model significantly enhances spectral efficiency and APAR in the

presence of the SN compared to the scenario without the SN. Moreover, variations in the

PN’s parameters impact both the PN and SN performances, whereas changes in the SN’s

parameters have minimal effects on the PN’s performance, primarily affecting the SN’s

output in terms of APAR, as previously examined. Tables, 5.1 and 5.2, illustrate signif-

icant and comparable parameters of the SN in both UL and DL modes for scenarios A

and B. These two tables provide us with information on the degrees of freedom, various
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Table 5.2: SN in Downlink

SN Scenario A Scenario B

DoF Ms − Np Ms − Np

Affected PN Nodea PUs PBS

SoIb PBS (BF) PUs (No BF)

Distance from the SoIc PBS PUs

a Which PN nodes may be affected by the interference caused
from the SBS in each scenario.

b Interference caused by the PN to SUs in each scenario.
c Distance of SUs from the PN’s SoI.

sources of interference, the PN node(s) that must be protected, and their distances from

the sources of interference. This aids to track the simulation results easily.

5.2 Future Work

In this section, we outline some potential ways to extend this research:

5.2.1 Multi-Cell System Model

As a potential direction for future research, one could extend this dissertation’s investi-

gation from a single-cell wireless communication system to a multi-cell scenario, where

the SN operates within the middle cell. This extension would enable the study of in-

terference caused by all PN nodes on the SN nodes. Furthermore, it opens up the op-

portunity to explore the adverse effects of SN interference on the performance of the

PBS and PUs within the middle cell and other neighboring cells. Such an analysis could

provide crucial understandings into the complexities of managing spectrum sharing and

interference in multi-cell wireless networks.
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5.2.2 Multi-Antenna Users

In this study, we have concentrated on the analysis of two wireless communication net-

works where all users are single-antenna. One opportunity for further research would

be to extend the current work by considering multi-antenna user nodes for just one net-

work or both PN and SN. This extension could offer valuable insights into the potential

benefits or drawbacks of employing multi-antenna users and its influence on the perfor-

mances of the PN and SN in both scenarios A and B.

5.2.3 Multi-Carrier Networks

Extending the current research to a multi-carrier orthogonal frequency division mul-

tiplexing (OFDM) system holds significant potential for enriching our understanding

of wireless communication networks. In the existing single-carrier model, we focused

on the joint power allocation and beamforming design for two wireless networks with

single-antenna users. By transitioning to a multi-carrier OFDM system, we can inves-

tigate the impact of frequency division on the overall performance of both PN and SN

in different scenarios. Such an extension would enable us to explore the challenges and

opportunities presented by the allocation of subcarriers and the efficient utilization of

frequency resources in a single-cell or multi-cell setting. Additionally, studying the in-

terference caused by all PN nodes on the SN nodes in the multi-carrier OFDM system

would shed light on the trade-offs between network performance and interference man-

agement. Furthermore, we can assess the potential negative effects of SN interference

on the PBS and PUs, providing meaningful knowledge into the system’s spectral effi-

ciency and capacity. This research extension has the potential to contribute significantly

to the advancement of wireless communication networks and inform future design con-

siderations for multi-carrier OFDM-based systems.
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