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Abstract

With the growing prevalence of cyber threats, effective password policies have become

crucial for safeguarding sensitive information. Traditional password-based authenti-

cation techniques are open to a number of threats. The idea of honeywords, which

was developed to improve password-based security, entails using dummy passwords

with real ones to build a defence mechanism based on deceit. The importance of pass-

word policies is examined in the context of honeywords in this study, emphasizing

how they might improve security and reduce password-related risks. We present the

idea of using the existing passwords to extract a policy and using this policy to filter

good and strong passwords. Through this capstone project, we aim to contribute to

the broader understanding of honeywords and their role in improving password-based

authentication systems. I have conducted experiments on Chunk-GPT3 and GPT 4

models, to see which one of the models produces more honeywords which are very

similar to the real passwords.
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Chapter 1

Introduction

Password security is of utmost importance in today’s digital world where passwords

are the primary means of authentication for various servers and databases. To improve

password security now a days user’s passwords are being stored as hashed password

file. If an adversary can get his hands on this hashed password file, using brute force

attack he can find a password whose hash value matches with hash value stored in

the user’s password file. This is how an attacker can impersonate the user.

There were many cases of password database breaches in the past like that of,

LinkedIn in 2012, Yahoo! in 2013, Ashley Madison in 2015, Facebook / Cambridge

Analytica in 2018, Microsoft in 2021 etc. At first, Yahoo reported that 1 billion

accounts were stolen. But, later in 2017 they have reported that 3 billion accounts

were stolen. Until now, we couldn’t find any proper solution to detect such password

database breaches.

Therefore, to overcome such situations Juels and Rivest [9] have proposed a new

method called “honeywords” to protect hashed passwords databases against the at-

tacks. This technique plays an important role in detecting these password database

breaches. In this technique, for each user the server generated multiple false honey-
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words called honeywords. These honeywords are stored in the same file as the user’s

password file. So, when attacker gets access to the user’s password file, he will not be

able to distinguish between the real password from honeywords. Based on the hon-

eywords, there is high probability that the attacker chooses honeywords instead of

the real password. When the attacker tries to login with the honeyword, the system

sets-off an alarm identifying the compromise of password database. The effectiveness

of this approach mostly hinges on the honeyword generating scheme’s capacity to

produce honeywords that are identical to the actual password.

System policies play a critical role in safeguarding personal data and digital assets

from unwanted access in the dynamic world of information technology. They create

policies, procedures, and standards to protect the integrity and security of passwords.

The initial line of defence against unauthorized people is provided by these policies,

which specify and enforce access control methods. Strong passwords are more resis-

tant to brute-force attacks when they contain a combination of capital and lowercase

letters, digits, and special characters. System policies improve overall security pos-

ture by guaranteeing user compliance with these criteria.

In the context of cybersecurity, this study investigates the relationship between

system policies, strong passwords, and honeywords. The idea is that by matching

system regulations with honeywords, one can further increase their strength—just

like with strong passwords. The lack of specific system policies in the dataset is a

problem, though. We suggest a technique to enhance and filter honeywords based on

pre-existing password properties in order to close this gap. The goal of this strategy is

to set up a misleading environment where it becomes difficult for potential attackers

to discern between genuine passwords and honeywords.
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Chapter 2

Background And Related Work

Previous papers have conducted various experiments on different types of honeyword

generation techniques. Fangyi Yu in [20] proposed a new metric “HWSimilarity”

that measures the similarity between honeywords, and real passwords based on the

semantics meaning of the passwords. And, also compared Chunk-GPT3 HGT and

other two state-of-art HGT’s (chaffing-by-tweaking and chaffing-by-fasttext). The

results show that Chunk-GPT3 generated honeywords are substantially more difficult

to understand, potentially raising the bar for targeted attacks. But this paper has

not focused on addressing the security concerns entitled with honeyword generation.

Erguler [4] in his paper mentioned if a strict policy is used to generate the hon-

eywords, there is a chance the whole system might be affected by DoS attack. But

if there is soft policy it might affect the strength of honeywords. Erguler’s argument

was that if the honeyword generator could achieve perfect flatness, more effective

honeywords will be generated and making it difficult for the attackers to distinguish

between honeywords and the real password.

To strengthen the password storage, Pagar [12] has proposed a system that uses

Honeyword technique along with Honeyencryption. Passwords are encrypted using
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the Honeyencryption process, which increases password security. Every password de-

cryption attempt yields erroneous or misleading plaintext, confusing the attacker with

the original password. The goal of this project is to prevent hackers from misusing

user financial and personal information and to promote safe online communication

by implementing robust password security.

Research was also conducted on the semantics of passwords. Rafael Veras [14]

and Weir et al. [18] have used algorithms to generate password guesses by under-

standing the semantics of passwords. Weir et al. [18] were the first to use PCFGs

in passwords to learn mangling patterns from the RockYou list and create guesses in

best probability order. Weir approach used a set of non-terminal symbols for digits,

special characters, and alphabets to parse each password and find the probability of

each pattern. The main of limitation of this approach is that the probabilities were

not assigned to each word. From this paper, I have taken the concept of how much

important it is to understand the semantics of the hoenywords to make them strong.

Veras [14] proposed a framework for segmentation and semantic classification that

captures the semantic essence of password samples. This framework used Natural

Language processing techniques to understand the semantics of passwords. The lim-

itation of this paper was that the algorithm was not very effective because it was

generating duplicate guesses.

Since computational recognition of semantic patterns is challenging, Veras [15]

also has resorted to visualization to facilitate the identification of intriguing seman-

tic patterns in user choice. With an interactive graphic designed for their in-depth

investigation, they have concentrated on the dates found in passwords. They have

examined the dataset in a variety of ways with the help of visualization, including

the connection between dates and the language that appears alongside them. After

experiments the following patterns were found in user’s choice: years after 1969 ap-
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peared frequently, Name of month, two years after one another, and holidays etc. The

research tells to advise against advising customers to set their password to a simple

date and number sequence. The results also clearly imply the existence of specific

patterns in the dates that users choose.

The well-known security technique of honey word based authentication shields the

original password from server-side assaults. Still, the security community remains

concerned about a few basic issues with this detention. A primary issue that requires

additional attention is attaining flatness or producing honey words that bear a similar

likelihood to the real password. To overcome this problem, Shubahm Sawant has

introduced a new algorithm in paper [13]. The algorithm is named as ’Chaffing by

password model algorithm’. The generator algorithm generates the honeywords by

using a probabilistic model of actual passwords, after receiving the password from the

user. There are separate character sets in the password. For example, mice3blind can

be broken down into four letters plus one digit plus five letters, and then substituted

with a composition similar to gold5rings. Upon, seeing these papers that use PCFG’s

to understand the semantics of different passwords. In upcoming sections, I would

like propose a different use of PCFG’s in generating more effective honeywords.

In the similar manner, PCFG’s were used to segment keyboard pattern [7] and also

the personal information pattern [10] were analyzed. The success rate of password

guessing has significantly increased thanks to password guessing algorithms based on

the aforementioned patterns.

Also, Wang [17] has proposed an algorithm that deeply analyzes the left out part

of the integral segments of a password which have no semantics. He introduced Byte

Pair Encoding algorithm which is used for password segmentation, extracting non

semantical patterns that people often employ inadvertently while creating passwords.

And then, built the responsive pass-word generator and gave the PCFGs model based
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on BPE-patterns. The success rate of password guessing has significantly increased

thanks to password guessing algorithms based on the aforementioned patterns.

After a comprehensive review of the existing literature, I have deduced the pivotal

significance of semantic considerations in both authentic passwords and honeywords

for optimizing the effectiveness of the latter. In light of the diverse applications of

Probabilistic Context-Free Grammar (PCFG) models in password-related research, I

advocate for the formulation of custom policies utilizing PCFGs in subsequent sec-

tions.
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Chapter 3

Contributions

Creating honeywords for each user might be a good approach to prevent password

databases having been compromised. However, there are a few security concerns with

honeyword generation techniques that needs to be addressed. Some of the security

concerns that need to be addressed are,

1. Making it difficult for an attacker to distinguish between a honeyword and a

real password,

2. Trying to reduce the success rate of targeted password guessing,

3. Trying to produce honeywords that are very much like the real password.

For example, if the user’s password is “$abcd123”. Some of the generated hon-

eywords are “@abcd123”, “!abce456”, “abcde123”, “@$abc1234”. Among these four

honeywords, the first two are same length and almost have same composition as the

real password, when compared to other two honeywords which have more length and

different substrings as the real password. The attacker will be confused when the real

password is placed with the first two honeywords, which means we have made difficult
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for the attacker to choose the correct password. At the post processing step, we need

to filter out the best honeywords. The filtering is done by following the below steps.

My contribution for this capstone project would be:

1. At first, I would use PCFG to form a structure for each real password using

non-terminal symbols (something like, LSD). For example, for password like

“Password@123”, the structure would be L8S1D3.

2. Then, I would similarly make structures for all the honeywords generated.

3. I would compare the honeywords structures with the real password structure

and see how many honeywords structure’s matched with the real password’s

structure.

4. Finally, I would produce a count of matched honeywords for each real password.

8



Chapter 4

Honeywords

According to Juels and Rivest [9], honeywords helps to improve the password security

by inserting fake or ‘honeyword’ passwords along with real user passwords in database.

The goal is to confuse attackers and making it difficult for them to identify the correct

password, even if have unauthorized access to the database.

4.1 Different attacks

Below we like to see different attack scenarios which would affect the security of

honeywords.

4.1.1 Brute Force Attack

In a brute force attack, an adversary tries all possible combinations of passwords until

he’ll find the correct password. When the honeywords are implemented, a password

file includes the real password and several honeywords. So, when the attacker steals

the password file, he has to deal with a lot of passwords. As there are many pass-

words, the attacker has to check for each password, and it takes more time to crack
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the password and needs more resources. But if the honeywords generated have a

predictable pattern, it will be very easy for attackers.

In this attack scenario, we’ll suppose that the adversary obtains access to the

password database from the server and that the honeychecker is uncompromised.

Then, the flatness of the honeyword generating mechanism determines the attacker’s

probability of success in obtaining the actual password.

When the “user-profile” model mentioned by Akshima in [1] is employed to gen-

erate honeywords, the method will yield nearly perfect flatness since there is a high

likelihood that a password will be connected to the user profile. Therefore, in this

instance, a brute-force attack is not helpful in determining the password’s unique

identity. Under the “evolving-password” paradigm, the frequency of the honeywords

is created to resemble the user’s password selection. Therefore, without extra infor-

mation that may be obtained from other attacks like social engineering assaults, the

adversary has no advantage in guessing the actual password.

To fight against brute force attacks, honeywords must be generated randomly

and be indistinguishable from authentic passwords. Implementing account lockout

restrictions can also aid in the prevention of repeated login attempts, hence protecting

against brute force assaults.

4.1.2 Targeted Password Guessing

Advertisers can identify real passwords from fakes by using the user’s personal in-

formation. However, if the adversary cannot access the passwords of the same user

across numerous sites, using the user-profile model to generate honeywords makes

things more difficult for them. If the password in an evolving password model is

linked to the user profile, there’s a good chance the adversary will be able to tell

the password apart from honeywords. A useful attack against weak, widely-used
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passwords, passwords that are used on numerous websites, and passwords associated

with user profiles is password guessing. In order to generate honeywords, a hybrid

technique combining the two models can be used.

The security of honeywords under targeted guessing attacks, in which the attacker

possesses personally identifiable information (PII) about the users, has been examined

in recent studies. The first security analysis of honeywords under such assaults was

carried out by Wang et al. [16], although they only looked at the legacy-UI techniques

suggested by Juels and Rivest, demonstrating empirically that these techniques are

unable to achieve low false-negative rates.

Zonghao Huang in his paper [8] have conducted experiments on existing honeyword-

generation algorithms for users whose account credentials were compromised on other

websites. In a model where the attacker has access to passwords for the same users at

other sites or, in the case of false-positive attackers, even passwords for users at the

defending site , they have formalized the false-positive rate and false-negative rate of

honeywords. The study demonstrated that current honeyword-generation algorithms

had poor tradeoffs between false positives and false negatives using formal definitions

and a dataset of password leaks. Additionally, it discovered that passwords created by

algorithms provide only mediocre defence against attackers that use false negatives.

4.1.3 Denial-of-Service Attack

In a DoS attack, the attacker overwhelms the system with traffic or requests, leading

it to become unusable or unavailable to legitimate users. When an attacker repeat-

edly activates honeyword detection mechanism, it will trigger false alarms or cause

excessive resource consumption, which in turn results in DoS attack. Designing more

intelligent honeyword detection algorithms to ignore multiple requests from same

source might help to defend against DoS attacks.
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4.1.4 Dictionary Attack

It’s possible that the dictionary is just a compilation of word lists that people fre-

quently use to generate mnemonic passwords. Users, however, rarely employ the

unaltered items from these lists; instead, they alter the terms in a way that preserves

their recallability. A dictionary attack attempts to replicate this common method

of choosing passwords by utilizing pre-selected mangling algorithms to process words

from an input dictionary and generate variants in a methodical manner. A word-

mangling rule that appends the numeral “9” to a dictionary word, for instance, might

generate the guess “password9” from the dictionary word “password.”

If for two users’, the generated honeywords are same. The attacker can easily

build custom dictionaries to predict the pattern. Then they launch dictionary attacks,

testing each honeyword along with real password to find the correct match.

A dictionary attack cannot succeed unless both the original word and the appro-

priate word-mangling rule are present in the attacker’s input dictionary. Even while

dictionary-based attacks are typically faster than brute-force attacks, attackers are

still constrained by the number of word-mangling rules they can employ because of

time restrictions. As the dictionaries’ sizes increase, these limitations get more severe.

It becomes crucial in this situation to choose rules that offer a high degree of success

while minimizing the amount of guesses needed for each dictionary word.

4.2 Honeychecker Function

The idea behind the honeywords was to use it as a defense mechanism. Real passwords

and honeywords both are salted and hashed before being stored into database. Even

if two user’s same password, salting makes sure both the users honeywords are unique.

Juels and Rivest [9] have proposed a honeychecker function that is used to identify
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when an attacker is trying to crack passwords.

In this approach, for each user Ui, a list of Wi distinct words (sweet words) are

generated by Gen(k) randomly which contains one real password of the user and (k-1)

honeywords, where k is fixed system-wide value of k = 20. When a new user registers,

the system generates honeywords for this user. Using hashing and salting techniques,

the user’s real password and honeywords are converted into hexadecimal format and

stored into the database.

Next time, when the user logins to the system using their username and password,

the server checks if that password is there in the database or not. If the password

is not in the database, the system says the login is unsuccessful. If the password is

present in the database, the server sends it to honeychecker to verify whether it is real

password or honeyword. If the honeychecker says that the password is honeyword,

then it sends an alarm to the system administrator. Otherwise, the user can login

successfully [11].

4.3 Dataset

The dataset used in this project for password selection process is referred as ‘4iQ’

from [20]. This dataset is taken from DrakWeb2 in 2017 which contains various

leaked password breaches from Chegg, Canva, LinkedIn, Yahoo etc. . The dataset

has 1.4 billion email-password pairs, with 1.1 billion unique emails and 463 million

unique passwords. Duplicate email-password pairs were removed. For the sake of

simplification, we have removed the email address suffix and use only usernames.

To obtain valid passwords, we have striction on the length of passwords to be

more than 8 characters and less than 32 characters, this resulted in 28,492 username-

password combinations. We then used zxcvbn to calculate the strength of passwords.

13



We found that 24,661 passwords had a score of 4, 2706 passwords had a score of 3,

277 passwords had a score of 1 and 3 passwords had a score of 0.

To compare different honeyword generation technique’s, we have divided the

dataset into two parts. One part has strong passwords whose zxcvbn value is 4

and the other part has weak passwords whose zxcvbn values ranges from 0 to 2.

14



Chapter 5

Our Approach

5.1 Pre-processing

For this Capstone project, we are using the honeywords generated by Chunk-GPT3

and GPT4 models. Chunk-GPT3 is a deep learning language model introduced in

2020 which generates script that looks to be written by a person. This model excels

at different NLP tasks such as question-answering, translation. This model based

trained on a lot of words from documents, then convert the words into vectors, and

decodes into human readable texts. The model may be used to do NLP tasks without

the need for fine-tuning on specific downstream task datasets, and it can produce texts

that are difficult for humans to distinguish from human-written articles. This model

segments passwords into chunks and then uses GPT model to generate high-quality

honeywords which uses personal information in user’s real passwords.

For this model we need to specify prompt which means giving instructions to the

model. The better and instructive prompt will give you better honeywords. Using

PwdSegment Chunking algorithm the passwords is divided into chunks. Later, these

chunks are given as inputs to Chunk-GPT3 to generate honeywords.

15



5.1.1 A Password-Specific Segmentation (Pwd Segment) Al-

gorithm

In the paper [19], Pwd segment method was presented to divide a password into

chunks. In order to obtain chunk vocabulary, PwdSegment conceptually trains a

Byte-Pair-Encoding (BPE) algorithm using training data of plain-text passwords.

This idea is related to WordSegment, a parser tool that uses a trillion natural language

corpora to train an n-gram model. The BPE algorithm, which was first developed

in 1994 as a data compression method, is frequently used in machine translation to

perform subword segmentation, which separates uncommon words into several units

while maintaining the frequency of the common words.

First, the plain-text corpus is used to train the raw BPE algorithm. The most

common pair of tokens is then iteratively combined with a single, novel (i.e., unseen)

token to form the subword (i.e., chunk) vocabulary. Each merge operation creates a

new chunk by substituting a brand-new, unused subword (such as “w0”) for the most

frequent pair of characters or character sequences (for example, “w”, “0”). The merge

operation is performed a predetermined number of times (i.e., a hyper-parameter) to

produce a chunk of vocabulary that is proportionate in size.

Above figure illustrates the workflow of Pwd Segment as follows:

1. First, we setup the dataset with plain-text passwords and calculate the average

length (avg len) of the resulting chunks.

2. Then we count the occurrences of passwords in the training set and split the

passwords into character sequences. For example, the password “last4ever”

appears 2 times, we write it as “last4ever : 2” and the password “ p@ss0rd123”

appears 4 times, we write it as “p@ssw0rd123 : 4”.

16



Figure 5.1: An example of Pwd Segment Algorithm
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3. Merge character pair sequentially in decreasing order of frequency. The char-

acter pair “w 0” is combined as w0 in step 1, where its frequency is highest (7

appearances). As you can see from Figure 1’s Merge operation, PwdSegment

selects “w 0” based on dictionary sequences even though “p @” also appears

seven times; The top character pair “w0 r,” which also appears seven times, is

merged into “w0r” in step 2. The next step 3, which uses the identical tech-

niques, merges “w0r d” into “w0rd.”

4. Continue doing this until either all character pairings have the same frequency

or the average length of the generated chunks is equal to or larger than the

threshold. Characters or chunks can be found in the final chunk vocabulary.

Last but not least, PwdSegment divides passwords into chunks based on chunk

vocabulary. For instance, “p@ssw0rd4ever” may be read as “p@ssw0rd, 4ever”.

5.2 Probabailistic Context free Grammar

A context-free grammar is a defined as G = (V, Σ, S, P), where: V is a finite set of

variables (or non-terminals), Σ is a finite set of terminals, S is the start variable, and

P is a finite set of productions of the form :

(α → β)

where β is a string made up of variables or terminals and α is a single variable.

The collection of strings made up of every terminal that can be derived from the start

symbol is the grammar’s language.

To represent this grammar, we only use alpha variables (Ln), digit variables (Dn),

special variables (Sn) for specified values of n. For this project, we are using this

grammar to learn the compisition of each password.

A probabilistic context free grammar (PCFG) is a context free grammar with

18



related probability for its output. A PCFG is used to parse or produce sentences from

a language’s syntax, or how words are grouped together and relate to one another as

heads and dependents. Weir et al.’s [18] use of PCFGs in passwords was the first.

They learned how to manipulate patterns from the RockYou list and produced guesses

in the order of highest probability.

The work in computational linguistics to comprehend the structure of natural

languages gave rise to grammar theory to represent symbol strings. Almost forty

years after its introduction in computational linguistics, probabilistic context free

grammars, or PCFGs, have been applied to probabilistic modelling of RNA structures.

In the same way as hidden Markov models extend regular grammars, PCFGs

extend context-free grammars. A probability is assigned to each production. The

product of the probabilities of the productions employed in a derivation yields the

probability of that derivation (parse). These probabilities can be thought of as model

parameters, and it is straightforward to use machine learning to discover these values

for huge issues. The context of a probabilistic grammar’s training dataset limits its

validity.

I have taken this concept of probabilistic context free grammar to understand the

semantics of honeywords and real passwords. In a word, Iam representing alphabets as

‘L’ (not differentiating upper and lower case letter), numbers as ‘D’, special characters

as ‘S’. I have written a common function for both real passwords and honeywords

which returns the segments as “LnSnDn”

5.3 Post Processing

In this section, I’m going to discuss about the post processing steps of the honeywords

generated by GPT models. The dataset doesn’t have any policy and from previous
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sections it was clear that we need to have a good policy that makes strong honeywords.

So, we thought of making our own policy.

Our idea is to form policy for each real password by dividing each password into

segments which captures the length of observed substrings. For example, if the real

password is ”Password@123”, then PCFG segment would be “L8S1D3” . This policy

would be the basis for selecting honeywords. Each honeyword is also divided into

PCFG segments. Then, we compare real password PCFG segments with each of

its honeywords PCFG segments. We are using this PCFG segment methodology,

to found out how many honeywords are generated with similar composition as their

corresponding real passwords. I am conducting experiment with both Chunk-GPT3

and GPT- 4 models, to find out which model produces more honeywords that are

indistinguishable to the real passwords.
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Chapter 6

Large Language Models

As mentioned in paper [6], Natural language processing (NLP) requires the critical

task of language modelling (LM), which foretells the subsequent word or character in

a text sequence. It entails creating models and algorithms that can comprehend and

produce coherent human language. Early models employed straightforward statistical

methods, but the emergence of deep learning and massive data has prompted the

creation of extensive language models. Deep learning’s emergence was a turning

point in the evolution of Large Language models (LLM).

LLMs are deep neural networks that have been trained on a variety of text data

from different sources, including books, social media, and online content. The model

can produce language that is cohesive and resembles human writing thanks to this

diversity. However, LLMs also demonstrate inventiveness, comprehending the vo-

cabulary, tone, and writing styles of the training dataset. By using various input

data, the model is able to produce original and sincere responses to user questions,

producing results that are relevant to the query submitted. LLM’s origins can be

traced back to the earliest studies on Natural Language Processing (NLP). The origi-

nal language models, which were rule-based and based on manually created linguistic
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rules, had some limitations. In the 1980s and 1990s, statistical language models were

developed, which estimated word likelihoods using probabilistic techniques. These

models were more precise, but they were still incapable of comprehending the context

and semantics of the language. Neural language models were developed in the middle

of the 2010s, including the recurrent neural network language model in 2010. These

models could simulate word context and generate more writing that sounded natural.

Google’s Google Neural Machine Translation system, which was released in 2015, was

the first extensive neural language model.

As per the paper [6], enabling parallel training on several GPUs and learning

longer-term linguistic relationships, the Transformer model revolutionized LLMs in

2017. With 117 million parameters, OpenAI’s GPT-1 in 2018 showed the potential of

transformers in NLP tasks. Despite its shortcomings, it paved the way for more robust

models and a new phase of AI research in LLMs. GPT-3, which was able to produce

extremely cohesive and natural-sounding text, was made available by OpenAI in

2020. LLMs’ promise for a variety of NLP tasks was shown by GPT-3. As a result of

GPT-3’s success, OpenAI developed the next version of their language model, GPT-4,

which can produce texts that are even more coherent and natural-sounding. After the

success of GPT-4, Meta also unveiled the Llama. LLMs are a subset of Generative

AI that are created with the express purpose of producing human-like language in

response to a particular prompt. Examples of LLMs are Google Bard, ChatGPT,

and Llama. These models learn the statistical patterns of language by being trained

on enormous volumes of data using methods like unsupervised learning.

Due to their outstanding performance across a wide range of NLP tasks, such

as text generation, translation, summarization, question-answering, and sentiment

analysis, LLMs have attracted a lot of attention in recent years. These models, built

on the transformer architecture, have a remarkable ability to process and produce
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text that resembles human speech by utilizing enormous amounts of training data on

a variety of subjects.

6.1 Chunk-GPT3 Model

GPT-3 was released by OpenAI in 2020. It can produce text with character-level

precision and has been trained on a corpus of more than 1 billion words. An encoder

and a decoder are the two primary parts of the GPT-3 design. The encoder uses the

previous word in the phrase as input to create a vector representation of it. This

vector representation is then fed through an attention mechanism to produce the

prediction of the following word. The decoder outputs a probability distribution over

all possible words given the inputs of the previous word and its vector representation.

It employs a context that is 2048 tokens long and has 175 billion parameters, which

at the time required 800GB of storage.

A subclass of GPT-3 Models called Generative Pre-trained Transformer 3.5 (GPT-

3.5) was developed by OpenAI in 2022. It is a big language model that can produce

text that resembles what a human would write because it has been trained on a vast

amount of text data. Text generated by GPT-3.5 can be coherent and consistent

with the context that is given to it. It can be used to generate text, summarize text,

and answer questions, among other things. Now, GPT 3.5 is used to describe the

code-davinci-002, text-davinci-002, and text-davinci-003 models. Models that can be

referred to as GPT-3.5 are incorporated into the well-known ChatGPT application

and other services of OpenAI Payground including text completion.

Based on Oğuz’s paper [2] on academic writing with GPT-3.5, academics have re-

cently begun to favour GPT-3.5 and its predecessors, GPT-3, and GPT-2, for their use

in many scientific communication contexts, such as tackling writing issues, navigating
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dense literature, and offering descriptions of topics . Twitter threads that show how

ChatGPT might be used in a “smart” fashion have been published. Independent spe-

cialists conducted studies to evaluate the quality of the material, and they discovered

that it provides high-quality results that are difficult to discern from human-generated

information. GPT models have also been suggested as a tool to help pupils with their

academic writing. On a test set of Wikipedia articles, Microsoft’s Turing NLG model

can produce text with character-level accuracy, but it needs a ton of training data to

do it. After its initial pre-training phase, OpenAI asserts that GPT-3.5 can perform

at this level without requiring any additional training data. Additionally, compared

to older models like Google’s BERT and Stanford NLP’s Transformer, GPT-3.5 can

produce lengthier phrases and paragraphs.

Until now, we have seen the uses of GPT-3 model to generate honeywords. Nilesh

Chakraborty in his paper [3], have established a minimal attacker and demonstrate

that, given a set of honeywords of its own, GPT-3 can predict the real password with

a remarkably high percentage. This work aims to address the concerns related to

the usage of GPT-3 for generating honeywords. Specifically, it clarifies how GPT-3

can be effectively utilized to conceal the real password under various attacker models

by capitalizing on its strengths. Through the use of real-world datasets in their

experiments, they were able to show not only how feasible the threat is, but also offer

crucial information on how to effectively mitigate its effects. The work in this paper

has provided useful reference for future investigations, permitting the prudent and

efficient application of GPT technology to strengthen password security protocols.
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6.2 GPT - 4 Model

The most recent accomplishment in OpenAI’s endeavour to scale up deep learning is

GPT-4, which was established by the OpenAi team. GPT-4 is a sizable multimodal

model that accepts image and text inputs and emits text outputs. While less effective

than humans in many real-world situations, GPT-4 performs at a human-level on a

variety of academic and professional benchmarks. There was an example mentioned

in paper [5], where it successfully completes a mock bar exam with a score in the top

10% of test takers, as opposed to GPT-3, whose score was in the bottom 10%. Our

adversarial testing program and ChatGPT lessons have been used to iteratively align

GPT-4 over the course of six months, and the results are our best-ever ratings for

factuality, steerability, and staying inside the boundaries.

We completely rebuilt our deep learning stack over the last two years, and we

co-designed a supercomputer for our workload with Azure from the bottom up. We

trained GPT-3 as the system’s initial “test run” a year ago. We identified several

problems, rectified them, and strengthened our theoretical underpinnings. Our GPT-

4 training run was consequently unprecedentedly steady, making it our first large

model whose training performance we were able to precisely forecast in advance. We

intend to improve our methods as we keep our attention on dependable scaling in

order to better foresee and plan for future capabilities, which we believe is essential

for safety.

The distinction between GPT-3 and GPT-4 can be difficult to make in informal

speech. When the difficulty of the task reaches a certain level, GPT-4 distinguishes

itself from GPT-3 by being more dependable, inventive, and capable of handling

far more complex instructions. On its blog, OpenAI promoted GPT-4 as being more

trustworthy, inventive, and able to handle far more complex instructions than GPT-3.
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In comparison to GPT-3.5 and GPT-3, which had pop-up windows with a maximum

of 4,096 and 2,048 tokens, respectively, the organization has created two versions of

GPT-4 with pop-up windows of 8,192 and 32,768 tokens. GPT-4, in contrast to its

predecessor, can accept both text and image inputs.

The technical study specifically avoided mentioning the model’s size, architecture,

hardware, or training technique, reflecting the closed stance that OpenAI takes to

the technical aspects of GPT-4. Although The Verge mentioned rumours that GPT-

4 would considerably increase the number of GPT-3 parameters from 175 billion to

100,000 billion, the exact number of GPT-4 parameters is yet unknown.
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Chapter 7

Experiments

In this section I would like to discuss about the results of the conducted experiments

on GPT - 3 and GPT – 4 models.

7.1 Chunk-GPT3

In this project, for GPT-3 we are using text-davinci-002 model because this is the

existing model that have been used by Fangyi in her paper [20]. As Honeyword

Generation Technique’s irreversibility is very crucial, we must make sure that the

honeywords we developed are unreplicable even if attackers are aware of our methods

and the criteria, we used to construct them, such as the prompt and the temperature.

This is made possible through rigorous temperature control and careful prompt en-

gineering . To achieve the maximum randomization, we advise setting temperature

to 1 and after experimenting with many prompts, we chose to utilize the following

prompt:
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“Derive 19 passwords that are similar to ” + real password + ” and

contain” + chunks +” . The length of the passwords should be at most ”

+ str(len(real password)) + ”. Do not add digits at the end of the pass-

words.”

As this prompt was able to generate more diversified honeywords, when compared

to other prompt. I’m using the similar prompt for GPT -4 to generate honeywords.

The arguments passed to the GPT model were the real passwords and the chunks.

Chunks were generated by the Pwd Segment algorithm. The output is then cleaned

to make sure there is no honeyword with length less than 8. Then they are stored

into a csv file. The csv file consists of 20 columns in which first column represents

the real password, and the rest 19 columns represent the honeywords. Later all the

columns are combined, to an array for each row.

Then each array is passed through the pw segment function, in which the polices

(composition) of each honeyword and the real password is extracted. The first element

in each array is the real password. So we compare the first element with all other

elements in the array to find out how many matched honeywords are there for each

real password.

Below graph shows the number of matched honeywords for the first 50 strong real

passwords.

X-axis – represents the real passwords

Y-axis – represents the matched honeywords (value lies in between 0 to 19)

Seeing the graph, we can interpret that most of the real passwords have zero

matched honeywords to less than 5 matched honeywords.
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Figure 7.1: Indistinguishable Honeywords generated by Chunk-GPT3

7.2 GPT - 4

For generating honeywords from GPT – 4, we are passing 1000 strong real passwords

and not chunks as the argument. The reason behind this would be to check how

better honeywords is the GPT-4 generating even without the chunks. The prompt

used for GPT -4 to generate honeywords is as follows:

“Derive 19 distinct passwords that are similar to ” + real password

+ ” . The length of the derived passwords should be at most ” +

str(len(real password)) + ”. Do not add digits at the end of the pass-

words.”

After the honeywords are generated, we clean them and convert them into a csv

file. As the file contains 20 columns, we combine all of them to form an array for

each row. In each array, the first element is the real password. We send each row

into the pw segments (password segments) function, which results in the policies

(compositions) of real password and honeywords. After getting all the policies, we

compare the first element policy i.e., the real password policy with all the honeywords
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Figure 7.2: Indistinguishable Honeywords generated by GPT-4

policies. At the end we write a count of how many honeywords policies are similar to

the real policy for each real password.

Example: [‘emperorpalpateen - 4’]

This above example tells that the real password “emperorpalpateen” has 4 matched

honeywords.

Below graph shows the number of matched honeywords for the first 50 strong real

passwords.

X-axis – represents the real passwords

Y-axis – represents the matched honeywords (value lies in between 0 to 19)

Seeing the figure 7.2, we can say that most of the real passwords have more than

5 matched honeywords.

Comparing the following graph with the one generated by Chunk-GPT3, we in-

terpret that when compared to the Chunk-GPT3, GPT-4 has generated more honey-

words that are similar to their real passwords.

30



7.3 Comparisons

In this section, I am going to draw comparisons of how many matched honeywords

has each of the model produced.

Table 7.1 shows how many honeywords generated by Chunk-GPT3 have the same

composition as their real password. The password ‘a1069268@bofthew.com’ has only

‘1’ honeyword which has the same composition as the real password

Real passwords Number of Matched Honeywords
emperorpalpateen 1

a1069268@bofthew.com 1
karpova.miss-olga 0
zholtovskaya90 0
vitalik3104slon 1

Table 7.1: Matched Honeywords generated by Chunk-GPT3

Table 7.2 shows how many honeywords generated by GPT - 4 have the same

composition as their real password. The password ‘a1069268@bofthew.com’ has ‘14’

honeyword which has the same composition as the real password. The same password

had only 1 matched honeyword when generated by Chunk-GPT3. After this experi-

ment, we can say that GPT - 4 model has showed significant increase of generating

indistinguishable honeywords when compared to Chunk-GPT3.

Real Passwords Number of Matched Honeywords
emperorpalpateen 4

a1069268@bofthew.com 14
karpova.miss-olga 19
zholtovskaya90 6
vitalik3104slon 11

Table 7.2: Matched Honeywords generated by GPT - 4
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Chapter 8

Conclusion and Future Work

In this section, I will be discussing about some limitations and future work that can

be done to this project for more improvements.

8.1 System Policy

Over the time, system administrators have created more sophisticated password cre-

ation policies to improve security. Even the users have become more security conscious

to create better passwords which compile with system policies. In our experiments,

we have used PCFG to create our own policies. In future, it would be great if we try

to compare the honeywords with the system policies.

8.2 Typing errors

If the honeyword is very similar to the password, there’s a chance that a legitimate

user would type it by accident. By keeping the password and each generated honey-

word at least a minimal distance apart, such problems can be handled with a high

probability. We recommend calculating the “Levenshtein distance” (proposed by
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“Vladimir Levenshtein”) between the password and the honeywords. By calculating

the quantity of insertions, deletions, or substitutions needed to change one string into

another, the ”Lavenshtein distance” is determined. It can be applied to the computa-

tion of string length differences. All kinds of human typing errors can be considered

in this way.

To improve the creation of honeywords and create a more plausible and reliable

false authentication method, this study investigates creative uses of current pass-

words. Also, we have proposed the use of Probabilistic Context-Free Grammar to

improve the generated honeywords by using the length and number of substrings in

existing real passwords. This PCFG concept in context with honeywords contributes

to the development of password security and provides a framework for further re-

search and development in this domain. After my experiments, with Chunk-GPT 3

and GPT -4 models, I can say that GPT - 4 has generated more indistinguishable

honeywords from the real passwords when compared to Chunk-GPT 3.
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