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ABSTRACT 

The goal of this study is to examine various energy resources in district energy (DE) 

systems and then DE system performance development by means of multiple thermal 

energy storages (TES) application. This study sheds light on areas not yet investigated 

precisely in detail. Throughout the research, major components of the heat plant, energy 

suppliers of the DE systems, and TES characteristics are separately examined; integration 

of various configurations of the multiple TESs in the DE system is then analysed. In the 

first part of the study, various sources of energy are compared, in a consistent manner, 

financially and environmentally. The TES performance is then assessed from various 

aspects. Then, TES(s) and DE systems with several sources of energy are integrated, and 

are investigated as a heat process centre. The most efficient configurations of the multiple 

TESs integrated with the DE system are investigated. Some of the findings of this study 

are applied on an actual DE system. The outcomes of this study provide insight for 

researchers and engineers who work in this field, as well as policy makers and project 

managers who are decision-makers. The accomplishments of the study are original 

developments TESs and DE systems. 

As an original development the Enviro-Economic Function, to balance the 

economic and environmental aspects of energy resources technologies in DE systems, is 

developed; various configurations of multiple TESs, including series, parallel, and 

general grid, are developed. The developed related functions are discharge temperature 

and energy of the TES, and energy and exergy efficiencies of the TES. The TES charging 

and discharging behavior of TES instantaneously is also investigated to obtain the 

charging temperature, the maximum charging temperature, the charging energy flow, 

maximum heat flow capacity, the discharging temperature, the minimum charging 

temperature, the discharging energy flow, the maximum heat flow capacity, and 

performance cycle time functions of the TES. Expanding to analysis of one TES 

integrated with the DE system, characteristics of various configurations of TES integrated 

with DE systems are obtained as functions of known properties, energy and exergy 

balances of the DE system including the TES(s); and energy and exergy efficiencies of 

the DE system. 
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The energy, exergy, economic, and CO2 emissions of various energy options for 

the DE system are investigated in a consistent manner. Different sources of energy 

considered include natural gas, solar energy, ground source heat pump (GSHP), and 

municipal solid waste. The economic and environmental aspects and prioritization, and 

the advantages of each technology are reported. A community-based DE system is 

considered as a case study. For the considered case study, various existing sizing methods 

are applied, and then compared. The energy sources are natural gas, solar thermal, 

geothermal, and solid waste. The technologies are sized for each energy option, then the 

CO2 emissions and economic characteristics of each technology are analysed.  

The parallel configuration of the TESs delivers more energy to the DE system 

compared with other configurations, when the stored energy is the same. With increasing 

the number of parallel TESs results in a higher energy supply  to the DE system.  The 

efficiency of the set of the TESs is also improved by increasing the number of parallel 

TESs. The tax policy, including the tax benefits and carbon tax, is a strong tool which 

will influence the overall cost of the energy supplier’s technology for the DE systems.The 

Enviro-Economic Function for the TESs is proposed and is integrated with the DE 

system, which suggests that  the number of TESs required.  

The energy and exergy analyses are applied to the charging and discharging stages 

of an actual TES in the Friedrichshafen DE system. For the Friedrichshafen DE system, 

the performance is analysed based on energy and exergy analyses approach. Furthermore, 

by using the developed functions in the present study some modifications are suggested 

for the Friedrichshafen DE system for better performance. 
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Chapter 1: INTRODUCTION 

1.1. Motivation 

The global population is growing and modern life style demands more energy sources, 

thus the request for energy is seriously growing worldwide. Developing efficient energy 

technologies and energy storage systems are some of the ways to respond to future energy 

demand. In developing new energy technologies, environmental factors have significant 

role since humanity faces serious environment problems at present. The environment is 

threatened, for instance, by increasing of greenhouse gas (GHG) emissions, which have 

contributed to concentrations in the atmosphere having already reached concerning levels 

in terms of their potential to cause climate change [1]. Air pollution, acid precipitation 

and stratospheric ozone depletion are other serious environmental concerns. The severity 

of climate change impacts is predicted to increase if significant action is not taken to 

reduce GHG emissions [1]. An important action to address energy and environmental 

challenges lies in the intelligent and efficient use of energy, including reducing/reusing 

energy waste and using low-carbon fuels. Rosen describes methods to combat global 

warming through non-fossil fuel energy alternatives, and other approaches that also exist 

[2]. 

Different approaches have been tried to tackle the problem. One important 

approach is energy oriented. The pattern and the method of energy consumption from 

personal to societal level have to be modified with two main directions: replacing new 

sources of energy and smart use of energy, including removing energy waste. The district 

energy system is one of the most intelligent methods of using energy at societal level. 

Marinova et al. described the use of the district energy (DE) in different sections in North 

America [3]. Therefore, much research has been conducted to boost DE technology. 

Some of this research has been done to improve the efficiency of DE, which is one of the 

main concerns of using energy. Anderpont stated that DE technology, in conjunction with 

other important technologies, works more efficiently [4]. These technologies are: 
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 Combined heat and power; 

 On-site or distributed generation; 

 Recycled/renewable energy sources; 

 Thermal energy storage (TES); 

 Multi fuel for heating; 

 Electric and non-electric chiller plant; and 

 ―Free‖ cooling, such as deep water. 

Increasing energy efficiency entails using less energy input for a given procedure. 

One way to achieve this is by using energy saving appliances and equipment [5]. Much 

industrial waste heat can be recycled into useful energy forms [6]. GHG emissions 

resulting from energy consumption can be reduced by energy conservation practices [5]. 

A district heating system can significantly reduce GHG emissions and air pollution 

according to the U.S. Department of Energy [7]. Lund et al. state that DE not only 

reduces CO2 emissions but also results in significant reduction in overall cost of energy 

systems [8]. DE can be integrated with renewable energy forms. For instance, using solar-

vacuumed tubes to generate heat in a DE is popular technology in Europe in reducing 

GHG emissions. 

District heating and/or cooling systems can be augmented through incorporation 

of TES. Two examples of such integration are as follows: 

 Anderpont also determined that chilled water TES and low temperature fluid 

TES, used in large-scale DE systems, significantly lowers installation costs per 

ton compared with equivalent conventional non-TES chiller plants [4]. 

 In some DE designs, TES is incorporated to store solar energy that would 

otherwise go to waste during periods when heating is not required. The 

Friedrichshafen district heating system in Germany, for example, uses TES 

with DE to enhance performance and efficiency [9]. 

This study is an overview of the district energy system, from technical, economic 

and environmental perspectives, directed at facilitating research into expanded thermal 
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networks and their ultimate application. The work is part of a broader research program 

by the authors into the use of integrated thermal networks, based on expanded district 

heating and cooling systems, to meet the thermal requirements for various buildings and 

applications with greater efficiency and less environmental impact than traditional 

systems.  

As illustrated in previous paragraphs, emissions from cooling and heating 

buildings are the most important factor in climate change. Climate change, as a dangerous 

phenomenon, must be controlled in this new century; otherwise humankind should expect 

destruction of water, air, forest and many species of animals and plants as a result of 

global warming. Emissions from combustion engines using fossil fuel, 

Chlorofluorocarbons (CFCs), (which are used in refrigeration and air conditioning 

equipment) are the most important contributors in ozone layer depletion. This reduction 

of the ozone layer plays a major role in increasing skin cancer and eye damage. As a final 

point, acid rain is another environmental disaster due to misuse of energy. Electric power 

generation, heating buildings, and industrial consumption are the key factors for acid rain. 

All research papers suggest using low carbon fuels and/or renewable energy, and/or 

recycling the energy to run equipment and reduce energy consumption by smart use of 

energy. The importance of energy consumption in buildings and this role in pollution is 

mentioned. 

Briefly, energy problems are creating serious environmental issues which are the 

crucial problems of this century. The solution lies in applying efficient energy 

technologies. At this point, the question is: what kind of energy system is a better fit for 

particular buildings? The answer to this question is the main motivation of this thesis, 

which is finding alternative energy for different kinds of buildings. These technologies 

are applied and discussed in detail to each case study in order to find out what the best 

option is. The results of this thesis are a suitable tool for smart utilization of the TES in  

DE systems. TES can be energy storage with multiple resources. TES can also be latent 

heat base and/or sensible heat base or a combination of latent heat and sensible heat. As a 

result, an optimal TES modifies DE systems performance. 
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1.2. Objectives and Scope 

District energy systems can become advanced not only through improving individual 

components, but also by developing the whole design of the system. The focus of this 

thesis is to enhance DE system performance by integrating thermal energy storage(s). In 

this thesis, an approach will be developed to modify TES application in a given DE 

system. The developed approach facilitates designers in design of the modified TES(s) 

application in proposed DE plans, or retrofit projects, or even in real working DE plants 

with TES. The concrete path of thesis plan is presented to show implementation and 

methodology to achieve objectives. Each step will also be specifically explained in 

related Chapter. The, objectives are briefly outlined as follows: 

1. Compare energy resources of the DE system in a consistent method 

(environmental and financial aspects), 

2. Develop and analyze a general grid model for the TES during charging and 

discharging to check behavior of TES instantaneously, 

3. Develop a general grid model for the different configurations of the multiple TESs 

through energy and exergy approaches, 

4. Develop and analyze a comprehensive model for the DE system integrated with 

various configurations of the TESs through energy and exergy approaches, and 

5. Apply developed functions on an actual DE system to check the validity, 

attainment of findings, and benefits.. 

The scope of this research is to study multiple TES, energy resources of the DE 

system, and integration of the TESs and DE system thermodynamically with energy and 

exergy approaches. Furthermore, investigating economic and environmental aspects of 

the DE system with various energy resources and integrated with multiple TESs. The 

results of this study present insight into concept of application of various configurations 

of the TES in the DE system. The real practical outcomes of this research are suggestions 

for designing TES with optimum application in DE systems. In other words, the 

contribution of this thesis is to assist designers and researchers by providing insights that 



5 

 

enhance the application of TESs in DE performance. However, the developed approach 

would be a new tool applicable on DE systems with TES to balance energy resources. 

1.3. Outline 

The motivation, objectives, and scope are presented in  Chapter 1. The literature study 

and background are disussed in Chapters 2 and 3 respectively. The Chapter 4 presentsthe 

thesis approach and methodology. In Chapter 5, energy resources in the DE system are 

examined in a consistent method for the energy, exergy, environmental and economic 

aspects. In Chapter 6, the TES is analyzed during charging and discharging under 

transient as well as instant time conditions. The various grid configurations of the TESs 

are then proposed, modeled, and are analyzed. In Chapter 7, the DE system and TESs are 

combined and investigated for energy, exergy, environmental and economic 

characteristics. In Chapter 8, results and discussion are presented. Chapter 9 is the case 

study analysis in which Friedrichshafen DE system is analyzed. In Chapter 10, a 

summary of major findings from the present work and recommendations for the future 

study are presented.  
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Chapter 2: BACKGROUND 

2.1. District Energy Systems 

District energy (DE) systems have been used in Europe since the 14th century, with one 

geothermal district heating system in continuous operation in France (Chaudes-Aigues 

thermal station) since that time [10]. The US Naval Academy constructed the first district 

system on its Annapolis campus in 1853, and the commercial district heating system in 

New York was built in 1877 [3]. The first district energy system in Canada was built in 

Winnipeg’s commercial core in 1924 [3]. 

Northern European countries are the main users of district energy systems. For 

instance, in 2000, Sweden installed a 40-TWh district heating system which supplied 

more than half of the heating capacity of the country [11] . The percentage of district-

heated homes is around 65% in Latvia and Lithuania. Due to use of district energy 

networks, the use of oil and hydroelectricity has dropped about 10% in Norway [12]. 

District energy involves multi-building heating and cooling, in which heat and/or 

cold is distributed by circulating either hot water or low pressure steam through 

underground piping [13]. District networks incorporate an underground system of piping 

from one or more central sources to industrial, commercial and residential users [3, 14]. 

The heat delivered to buildings can also be used for air conditioning by adding a heat 

pump or absorption chiller [15]. District energy can provide efficiency and environmental 

and economic benefits to communities and energy consumers [16]. Other groups state 

that DE systems usually exhibit lower environmental impacts compared to conventional 

systems [17]; they also used the method for heating load analysis to demonstrate that 

increasing DE applications in industrial processes leads to increased resource energy 

efficiency.  

2.1.1. District Energy Systems Energy Sources 

The energy source for district heating systems can be fossil fuels or other energy sources, 

and mixed systems combining two or more energy sources, such as natural gas, wood-
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waste, municipal solid waste and industrial waste heat, can be economically feasible [13]. 

Persson and Werner consider heat supplies for DE to include heat from CHP, waste-to-

energy (WTE), biomass and geothermal energy plants, as well as industrial excess heat 

[18]. This flexibility is one advantage of district energy systems. The thermal energy 

needed by the district grid is often supplied by a dedicated plant, but industrial waste 

energy can be an attractive alternative because it permits depreciation and maintenance 

costs for the power plant to be divided [19]. Fossil fuels used to be the primary energy 

sources of the heat supplied [20], but hybrid systems combining renewable or alternative 

energy technologies such as solar collectors, heat pumps, polygeneration, seasonal heat 

storage and biomass systems, have begun to be used as the energy sources [21].  

―Waste heat‖ is generated during electricity production and other industrial 

operations, despite it having significant energy content [22, 23]. Much research has been 

conducted on uses of waste energy, including recycling [24-26], to reduce use of fossil 

fuels and other energy resources. District heating using low-temperature heat from 

renewable energy sources such as solar and geothermal energy, as well as industrial waste 

heat, in has proven to be attractive [27-31]. Plus, another study points out that ―low 

energy‖ buildings can be operated using industrial waste heat, waste incineration, power 

plant waste heat and geothermal energy in conjunction with a DE network. Incorporating 

TES can improve designs for such systems [32]. A different study states that the DE 

system provides an efficient means for utilizing biomass and other fuels, while reducing 

the use of fossil fuels for heating [33]. 

 Using waste heat increases efficiency and avoids emissions, helping to enhance 

the quality of the environment. Energy efficiency entails the use of less energy for a given 

process, such as that which occurs with energy-saving appliances and equipment [5]. 

Industrial waste heat can be converted into useful energy forms [6]. GHG emissions, 

resulting from energy consumption by end users, can be reduced by energy conservation 

practices [5]. Sustainable district heating and cooling can have a significant effect on 

reducing GHG emissions and air pollution, as shown by US Department of Energy data 

[5]. 
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Another team Fumo et al. describe a technology to apply thermally activated 

components to recapture waste heat, which they consider a significant means of 

addressing global warming through smart use of fuel and higher energy efficiency [34]. 

They treat combined cooling, heating, and power (CCHP) as an integrated energy system 

that supplies recovered heat from a prime source and generate heating and cooling for 

buildings. They apply an environmental approach to CCHP to determine the emission 

operational strategy. They extend this work for CCHP via a primary energy consumption 

analysis [35]. 

A centralized local thermal energy system, which can produce hot and cold fluids, 

and then distribute them throughout the community, has significant potential to contribute 

to which solving society’s energy challenges. Having such a production and distribution 

system for heating and cooling not only provides hot water and hot and cold air for the 

community with reduced energy consumption, but also reduces GHG emissions. 

Furthermore, providing energy services with renewable energy via such a central system 

can be simpler and less expensive compared to directly utilizing renewable energy in each 

individual residential building.  

2.1.2. DE Systems Classifications  

District energy systems are categorized based on different aspects. One grouping is 

derived from the heat transport fluid: low pressure steam, hot water and hot air. Another 

classification is based on the thermal energy transported: heating, cooling, and cooling 

and heating. A further categorization of the district heating system can be based on the 

type of heat resources: using a separate source of energy for heat or using recycled 

energy/heat. The most practical example of the latter type of thermal network is one using 

combined heat and power (CHP), as cogenerated heat from generating electricity can then 

be utilized for heating nearby buildings. 

2.1.3. Energy Resources Classifications 

District heating can also be classified based on energy source. For district heating, for 

example, energy sources can include fossil fuels, nuclear power, cogenerated heat, waste 
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heat, and renewable thermal energy including solar thermal energy, heat from ground-

source heat pumps and biomass. It should be noted that, natural gas is a common energy 

source in current thermal networks because of its availability, price and relatively low 

emissions compared to other fossil fuels. Renewable technologies are expected to be 

increasingly used in future designs. It should be mentioned that, electricity is often 

required by the thermal networks to drive chillers, run ancillary equipment and sometimes 

for conversion to heat. This electricity can be provided via the electrical grid or by 

renewable energy (e.g., solar photovoltaic or wind energy). In the following subsections, 

further explanations are provided about energy resources.  

2.1.3.1. Renewable Energy 

Interest in new energy sources is increasing. The use of geothermal energy directly for 

district heating has notably increased; geothermal sites contribute 49% of the installed 

capacity of heating systems in Europe, 29% in Asia and 17% in the Americas [3]. Solar 

thermal energy has been effectively used in district heating [36]. They also note that solar 

technology performs with high reliability and low maintenance, and is flexible for 

optimizing the conventional boilers in district heating systems. Use of geothermal district 

heating systems has increased by 10% over the past 30 years [37].  

A potentially significant technology for the future is biomass gasification, which 

produces a wide range of potential feedstock as well as downstream fuel production 

alternatives such as methanol, synthetic natural gas (SNG) and Fischer-Tropsch diesel 

[33]. Recent authors also state that, since there is a significant surplus heat in biofuel 

production processes, a district heating (DH) system coupled with the plant can increase 

overall efficiency. The authors use the method for analysis of industrial energy systems as 

an optimization tool to show the efficient policy instruments are crucial to obtaining an 

investment for a large-scale biomass gasification plant for a DH supplier. Capital costs 

require increased support, as investments in large scale gasification plants involve large 

financial risks for DE suppliers. For this reason, DH companies are significantly 

dependent on supportive policies for success in the long term. Wood chips, wood waste, 

peat moss and natural biomass are also energy sources for district heating systems, and 

wood chips are used widely in Sweden in district heating plants [38]. Biomass 
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applications have been examined in district heating and electricity generation [39], and 

biomass generates less expensive heat for district heating in comparison to fossil fuels 

such as natural gas [40]. Biomass district heating systems can be more effective than 

conventional systems for reducing GHG emissions as well as community fuel 

consumption [16]. The authors note that the characteristics of such district energy systems 

are site specific. 

In an extensive study another team, that demonstrates designs for biomass DE 

systems [41]. They cover technical aspects including boiler, heat delivery network and 

heat exchanger design, as well as environmental and economic aspects. 

Another possible energy source for a DE system is the ground source heat pump, 

which typically has a coefficient of performance (COP) of about 4. A ground source heat 

pump transfers heat into the ground in summer and extracts heat from the ground in the 

winter. Geothermal energy is an attractive replacement for fossil fuels for addressing 

environmental and energy issues, while being simple and safe [42]. The degree of 

adoption of geothermal energy depends on policy and other technology issues [43]. These 

authors performed a study on the future use of geothermal energy in Swedish DE 

systems, using an optimization procedure for dynamic energy systems; their results show 

that, since there are better incentives for CHP and waste incineration DE systems, the use 

of ground source heat pumps in DE systems will likely decrease in both short-term and 

long-term applications. They also investigate, for a short-term application, heat pumps 

competing with a biofuel heat-only boiler which supplies forest fuels, gas steam cycle 

CHP, gas HOB and oil HOB. Biofuel CHP is observed to be responsible for more new 

investments than geothermal energy in DE systems. Their work also confirms that waste 

incineration has less of an effect on future investments into ground source heat pumps, 

compared to biofuel CHP [43].  

Another team demonstrates, through an example of hybrid solar heating, cooling 

and power generation system including parabolic solar collectors, that this type of solar 

collector is more efficient than conventional solar thermal collectors [44]. The authors 

perform energy, exergy and economic analyses of that plant, which is further discussed in 

subsequent sections of this.  
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2.1.3.2. Combined Heat and Power (CHP) Plants 

Cogeneration (or CHP) is the simultaneous generation of electricity and useable heat [45]. 

CHP is efficient because it avoids the large amounts of waste heat produced in typical 

power generation plants. For a CHP plant, a different team explains that fuel efficiency is 

more than 90% since most of the waste is recovered in a DE system [46]. They state that 

higher fuel efficiency and more effective heat transfer capacity of the DE network 

reduces primary fuel consumption. These changes can lead to increases in consumers 

without establishing more heat plants. CHP generation is often economic and reduces 

both GHG emissions and fuel consumption in a community [47]. New technologies have 

enabled cogeneration to be cost effective, even in small–scale applications in 

communities or individual sites. The European Parliament recognized CHP as a method 

to boost energy system efficiency and decrease CO2 emissions [48]. A well designed CHP 

system can increase the energy efficiency to over 80% [49]. For example, the gas engine-

driven Gyorho cogeneration plant in Hungary has an efficiency of 81.5% based on fuel 

energy, i.e., 43.1% of the fuel energy is converted to electricity and 38.4% into heat for 

district heating [47]. A general cogeneration plant, which simultaneously produces 

various forms of energy from a single source, is illustrated in Figure 2.1. 

Cogeneration plants can be classified into the following categories [50]. 

 Topping cycle: Electricity is generated in a turbine generator and high-pressure 

steam or exhaust gases are used for process heating or district heating. A 

general gas turbine cogeneration system, which is a type of topping cycle, is 

depicted in Figure 2.2, along with a breakdown of the energy flows.  

 Bottoming cycle: Steam from the cycle, which has already been used in another 

industrial process, passes through a low-pressure steam turbine to produce 

electricity.  
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Figure 2.1: Schematic of a cogeneration plant, showing potential uses for the thermal 

product. Source: [50] 
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Figure 2.2: Illustration of cogeneration using a combined cycle power plant, including a gas turbine 

and steam turbine, as well as a breakdown of energy flows. Source [51] 

 

Correspondingly, cogeneration systems can be categorized by type as follows 

[51]: 

 Utility cogeneration: Such systems usually have large units with district 

energy systems, and are often partly funded and governed by the 

municipality. 

 Industrial cogeneration: Paper mills, petrochemical plants, glass factories, 

textile mills, and other industrial plants which are operated by private-sector 

entities, are in this category.  

 Desalination: Using hybrid cogeneration/desalination processes can reduce 

desalination costs. Desalination cogeneration facilities produce electricity and 

desalinated seawater and are usually large. Desalination processes are often a 
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good fit for cogeneration, as electricity generators and the distillation unit’s 

brine heater are both operated with high-pressure steam. Using steam for 

these two processes significantly reduces fuel consumption compared to 

separate operations. This type of cogeneration is used in the Middle East and 

North Africa, where desalination is common. 

Cogeneration is often considered where the primary requirement is heat [52]. 

Industries with high heat demands, such as paper industries, often install turbines or 

boilers on site to supply needed heat, sometimes involving tens of megawatts of thermal 

energy. Smaller buildings and offices which need heat for space heating in winter and to 

run chillers or air coolers in summer, can operate with onsite cogeneration, often at the 

kilowatt level. The treated as the main product and electricity can be used on site or sold 

to the local electricity utility. 

Cogeneration has been used for more than a century [45]. Even before the 

establishment of an extensive electrical network in the early 20
th

 century, numerous 

industries applied cogeneration. Thomas Edison designed and built the first cogeneration 

plant in New York in 1882 [7]. In Europe after the Second World War, the heat of power 

plants was often used in district heating systems or industrial applications with less than 

5% of the total generating capacity from local distributed generation [47]. Primary energy 

carriers are used to generate secondary carriers, and electricity and thermal energy, in 

cogeneration.  

A research team suggest that fuel efficiency can be increased by utilizing a large 

temperature difference in a DE network, since more energy is transferred per unit volume 

of distributed circulation fluid [46]. 

Several studies suggest that CHP and waste incineration will have major roles as 

sources of energy in future DE systems [53-55]. 

2.1.3.3. Waste Heat 

Reidhav and Werner state the main idea of DE is recycling the waste heat [56]. The 

operation of DH systems using waste heat is an efficient way to address government 
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policies aimed at reducing fossil fuel use for space heating and corresponding CO2 

emissions [57]. It is reported that some industrial plants, which produce sufficiently large 

amounts of heat, supply it to nearby towns [3]. In 2000 in Sweden, for instance, 3.5 TWh 

of heating, or about 9% of the total national heating capacity, was contributed by the 

industry. Similarly, the OMV refinery in Vienna, Austria, supplies heat for 19,000 homes 

and 400 industrial buildings [3]. Regional governments and industries are collaborating 

on different projects to promote district energy systems. Aspects of the regional 

collaboration of an integrated chemical pulp and paper plant in Sweden have been 

discussed [58], while the nature of cooperation among participants has been described in 

two cities in Sweden, Borlange and Falun, by considering the impact of the pulp and 

paper industry on district heating projects to reduce electricity costs in Sweden [11]. A 

system for supplying pharmaceutical waste heat for a district heating system was 

designed in Delft, Netherlands, while the economic, institutional and environmental 

feasibility of supplying low-level heat was studied, based on modeling conducted with the 

ASPEN Plus simulation software [57].  

2.1.4. Density Classifications 

District energy systems can be categorized based on application and market served, by 

considering usage density [59]: 

 Densely populated urban areas: In densely populated areas, a district energy 

system can serve a large number of customers for multiple purposes. Such 

networks are complicated and require significant financial investments. 

 High density building clusters: High-rise residential buildings, institutional 

buildings, shopping malls or high density mixed suburban developments are 

in this category. 

 Industrial complexes: Having some similarities to the high density building 

clusters, the industrial complex thermal requirements (steam, hot water, or 

both) determines the type of the thermal networks and economics. 
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 Low density residential areas: The district energy system for this type of area 

typically serves an area dominated by single or double residential units. The 

central source usually has a capacity of less than 10 MW. 

Reidhav and Werner and Nilsson et al. state that development of DE systems in 

low heat density areas involves higher distribution costs [56, 60]. Reidhav and Werner 

indicate that when the local distribution system has low investment costs and marginal 

costs for heat production, DE systems in sparse areas may be viable [56]. They 

demonstrate that for profitable DH systems in sparse areas, the heat density must be 

greater than 2 GJ/m and use of DH should be more than 50 GJ/house, annually. They also 

conclude that DE systems in sparse areas in Sweden are more profitable since there is a 

notable carbon dioxide tax on fuel oil, natural gas and electricity. Therefore, one method 

to foster the development of DE systems in sparse areas is to invoke policies on fossil fuel 

taxation. Nilsson et al. also have investigated methods of increasing the viability of sparse 

DH systems in the future, in part by considering the productivity effect under co-

operation of technology and customer reaction, as well as full-scale operation trials of the 

new methods [60]. Their study suggests reductions in the laying depth of DE piping as a 

technological improvement and investment cost reduction measure. Generally, the 

profitability of sparse DH systems can be future improved by more efficient construction 

methods, as well as improved customer communication, rather than the use of more 

efficient DH technology [61]. 

2.1.5. DE Subsystems 

A general district energy system consists of three main subsystems: source of thermal 

energy (for heating, cooling or both), thermal distribution, and end users (consumers). 

The components for a typical district heating system can be categorized as shown below 

[16]. Note that a similar subsystem breakdown was reported, with thermal energy 

transportation divided into main transformation and distribution network [3]. 

Thermal energy production plant: This plant generates heat in the form of steam 

or hot water to satisfy customers’ heating needs. Thermal energy can be obtained from 

heat plants or cogeneration plants. Heating plants usually involve the combustion of a 
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variety of fuels such as natural gas, oil, wood waste and peat, or reused thermal energy 

[59]. Other sources of energy for producing heat are geothermal resources, solar heaters, 

and heat pumps [59, 62]. Cogeneration plants convert fuel into electricity and useful 

thermal energy simultaneously. In cogeneration plants, waste heat is either supplied for 

industrial applications or used for heating buildings in the vicinity through a district 

energy system [62]. 

Thermal energy transportation and distribution piping network: Heat from thermal 

plants is transferred to consumers through a heat carrying fluid in supply pipes and after 

delivering the energy, returns to the source through return pipes [62]. The heat loss in a 

piping network is a critical element in designing a district energy system. Heat losses, 

mixed with customer loads, verify the size of the heat source [62-67]. 

Consumers: The district heating system is designed for the final users load 

situations. This load consists of single family houses, multifamily houses, large buildings, 

commercial buildings, institutional buildings, industrial buildings, offices, and hospitals. 

2.1.6. Advantages and Disadvantages of District Energy Systems 

District energy systems offer a variety of benefits for the local community and society in 

general and, more specifically, for building owners and tenants [59]. According to 

MacRae [59], some of the major issues of modern Canadian society, such as energy 

supply, fuel prices and air and water quality can be resolved by the development of 

district energy systems. Some benefits of the district energy system follow: 

 For society: flexibility in choosing heat sources (permitting more cost 

effective operation), independence of a sole heat source, reduced fuel 

consumption, enhanced environmental quality, emissions reductions (due to 

higher efficiency and lower fuel consumption), and reduced CFC utilization 

via district cooling.  

 For communities: enhanced community energy management and employment 

increases opportunities to use local energy resources, greater ability for 
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controlling environmental emissions, retention of energy capital in the local 

economy, and reduced fuel costs. 

 For building owners and tenants: reduced heating costs, reduced operation 

cost and complexity, safer operation, reduced space requirements, improved 

comfort, and increased reliability.  

Some drawbacks exist for the district energy systems, including the following 

[59]: 

 Knowledge of know-how and technical skills for district energy system is 

limited.  

 District energy demands a substantial front-end investment, often requiring 

extensive negotiations with investors for funding. 

 Finding appropriate sites for district energy systems, so as to have the source 

of heat near users, can be challenging, especially in populated areas. 

When fossil fuel taxation is not applicable, especially in sparse areas, DE systems 

may not be competitive with local heating systems financially. In such instance, DE 

systems require government support to be viable. 

Another disadvantage of district energy is the potential monopoly provided to the 

owner of the thermal network, as a non-competitive market is usually not beneficial for 

consumers. Appropriate government regulations avoid this problem. 

2.1.7. Environment Impact 

One significant reason to pursue district energy is its environmental benefits. GHG 

emissions can be reduced with district energy in two ways [13]: facilitating the use of 

non-carbon energy forms for heating and cooling, and replacing less efficient equipment 

in individual buildings with a more efficient central heating system. Increasing efficiency 

and utilizing sustainable energy resources are important measures for reducing the 

environmental impacts of using energy. District energy can contribute to reducing climate 

change and other energy-related environmental concerns such as air pollution, 

stratospheric ozone depletion and acid precipitation. Nonetheless, there are some 
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concerns regarding district energy, e.g., some concerns about air quality are associated 

with emissions when biomass and waste are used in district energy plants [68]. 

Since district energy is sometimes linked with cogeneration, it is noted that 

generating electricity in such a manner and replacing grid electricity can reduce emissions 

of GHGs and other pollutants if grid electricity is generated from fossil fuel resources. 

For example, when grid electricity is produced by coil-fired electricity, the GHG 

emissions per kilowatt of power generated is higher compared to that for many other 

electricity sources.  

2.1.8. Economics Aspect 

Economics is a major factor in decision making and design. In a study of four types of 

district energy systems, thermal networks were shown to be financially beneficial for 

densely populated urban areas, high density building clusters and industrial complexes 

[59]. For low-density residential areas, the economic advantages are less clear [59]. Based 

on European experiences, using district energy for single family residences can 

sometimes be economic [59]. The economics of district energy depend on three main 

factors [3]: 

 the production cost of the thermal energy; 

 the cost of the thermal energy distribution network, which depends on 

network size and thermal loads; and 

 customer connection costs.  

The customer connection cost can be reduced if the district heating system is 

designed and developed at the same time as a community is built; this cost is higher when 

the project is retrofitted in a fully developed site. The economics have been examined for 

a small town (population 2,500) in Canada, where excess steam produced by a Kraft pulp 

mill is used for space heating [3]. The study revealed that the low density of the small 

town in the vicinity of the pulp mill needed to develop its surface and space heating 

capacity. It was determined that the thermal network and required equipment are not 

economically feasible for such a small population. District energy is more economically 
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attractive for high heat-demand buildings such as large public buildings, commercial 

buildings, and high-density residential zones. In this case, it was found that a partial 

thermal network including half the town, a nonprofit management organization for the 

management of the district operation, a government rebate program to assist the district-

energy customers and an appropriate profit balance (between mill and district energy 

entities) could make the design of such a district heating system economically feasible.  

Environmental externalities should be taken into consideration in economic 

models [69]. A model was suggested which considers economic and environmental 

factors on performance of a DH system with various configurations [70]. Data collected 

from a 300-km Brescia district energy system in Italy were used to carry out an economic 

comparison with a comparable domestic gas boiler system [71]. The results reveal that the 

thermal network system recovers in a few years through energy savings the costs needed 

to build the equipment and parts for the installation of the thermal network, and also 

yields environmental benefits.  

On the cost of delivering heat from the generation station to customers, factors 

such as plant efficiency, temperatures of supply and return fluids, and heat losses affect 

prices [72]. Methods for decreasing distribution network costs have been reported, such 

as the use of a network for air conditioning and dynamic energy storage jointly with 

demand-side management to cover peak demand periods [3]. The Jyvaskyla district 

heating system in Finland was tested for the possibility of eliminating the use of 

expensive fuels during the morning peak hours [73]. Higher electricity and/or lower 

investment costs have been shown to make cogeneration more beneficial for small district 

heating networks in Nordic countries, which have long winters [39]. Persson and Werner 

has comprehensive studied heat delivery costs, explaining that heat distribution cost 

includes annual payback of original network investment cost plus operational costs to 

cover temperature and pressure losses during heat delivery [18]. They find that DH is 

profitable when the total costs are lower than those for other means of local heat 

production, suggesting that, when the distribution cost is high, a lower cost of recycled 

heat can compensate for the total cost of the DH. 

More broadly, Persson and Werner divide the total costs to four categories [18]: 
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 Heat delivery capital cost. This cost includes the network construction cost, 

which is often more than half of the total delivery cost. 

 Heat delivery heat loss cost which, to some extent, is dependent on heat 

delivery capital cost since low heat densities have higher heat losses. This 

term also relates to the price of recycled heat in DH. 

 Heat delivery pressure loss cost: The cost of the pressure loss during heat 

distribution needs to be recovered. 

 Service and maintenance cost: This cost is typical of most systems.  

The focus of much recent research has been on distribution costs, and the results 

of this research may impact the future of DE. According to Persson and Werner the 

capital costs for DH heat delivery in dense areas such as cities are low, and in such low 

density areas the local heat producer may operate a DH system [18]. Persson and Werner 

claim, in examining possible future applications of DH and future competitors in the DH 

market, that the future architecture of cities should be carefully planned.  

Zhai et al. define the cost analysis, as part of feasibility study of a solar DE 

system, using a life cycle approach in which they consider total cost to include 

construction costs (capital costs for equipment and insulation), operational costs 

(operation, fuel and maintenance), and demolition costs at the end of the DE system’s life 

[44].  

2.1.9. Role of Regulations  

The market economics of district energy systems have been investigated. The energy 

markets are becoming less constrained, and district heating markets helped natural gas 

and electricity markets become more liberalized. This observation is attributable to the 

rules of the monopolized market of district heating distribution. A thermal network is 

used in local distribution systems where customers are tied to one heating supplier, while 

natural gas and electricity markets are different. International transmission grids, which 

link producers and consumers, support natural gas and electricity markets. The lack of 

linkages between heating (and cooling) markets and distribution areas is similar to a 

natural monopoly, which is characterized through a set of heating customers supplied by a 
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sole producer. This situation makes it difficult or perhaps impossible for the market to 

increase production efficiency due to market competition. Monopolies in district heating 

permit profits but at a cost to consumers, who have to be connected to the district heating 

system. Hence, it has been suggested that appropriate regulation of district energy 

systems is required.  

Agrell and Bogetoft state that the effect of government action (on such parameters 

as fuel choice, plant size and network configuration) is three times more important than 

managerial performance [74]. With a certain fuel technology, plant size, and organized 

side tasks, the local plant manager has a limited authority regarding total variable cost. As 

the plant size is small on average and purchases are not organized, the plant operates as a 

price taker on the national fuel market. Replacing fuels for certain biofuel configurations 

is possible, although feasibility has been shown to be not possible for all fuels in the 

Danish market. The maintenance and administrative costs for the plant are also limited. 

Agrell and Bogetoft also state that the local government has a significant role in the 

economic feasibility of the district heating system to guarantee financing and the 

sustainability of the thermal network. Marinova et al. also believe government regulations 

have a significant impact, even more than managerial performance, on district heating 

system advantages [3]. Munksgaard et al. state that supplying cost-of-service pricing 

helps eliminate the potential monopoly abuse of the district heating market [75]. 

As mentioned, government regulations can have a significant impact on growth of 

DE systems, especially in sparse areas where local heating is often more profitable. 

Taxation of fossil fuels makes DE more attractive financially. Sweden is an example of 

DE growth due to support via governmental regulations. Numerous studies have been 

reported of Swedish DE [17, 18, 33, 40, 46, 60, 76, 77]. Other countries may customize 

Swedish guidelines for to promote their DE systems in the future.  
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2.2. Thermal Energy Storage 

Energy storage is a method in the modern world to reduce energy consumption. Energy 

storage is designed and applied to store various types of energy including mechanical, 

biological, magnetic, chemical, and thermal storage. Thermal energy storage has a long 

history. Even at the time when there were no modern civilizations, people used natural ice 

from the mountains to keep their food longer; using commonly use of ice, 350 years ago 

in Persia is reported [78]. In the new modern lifestyle, the TES has been developed for 

various applications in cooling and heating. 

2.2.1. TES Classifications  

TES can be classified by various characteristics and applications. Some of these 

classifications are described here. 

One TES categorization is based on the type of storage [79]: 

 Sensible heat storage: In this type of TES, transferred heat changes the storage 

medium’s temperature (up or down) without changing its phase. Sensible 

storage media include water, air, oil, rocks, bricks, sand and soil. Underground 

thermal energy storage (UTES) is becoming an increasingly common type of 

sensible TES, for such applications as storing solar and waste thermal energy 

and for cooling purposes. UTES includes aquifer thermal energy storage 

(ATES) and borehole thermal energy storage (BTES) [80]. UTES systems, 

based on tanks, pits, rock caverns, ATES and ducts have been developed and 

implemented since the 1970s in various countries, including Belgium, Canada, 

Germany, Poland, Sweden, the Netherlands, Turkey and the US [81]. 

 Latent heat storage: Heat transfer to or from the storage medium causes it to 

change phase at a constant temperature. Since phase change involves large 

energy interactions, the thermal storage capacity of such a TES is markedly 

higher than for a sensible TES of the same volume. Thus, latent TES is 

particularly useful where space is limited. Latent storage media include 

water/ice and salt hydrates. 
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Some TES systems combine sensible and latent storage, so as to achieve the 

benefits of each.  

In some cases, combinations of storage media can be used, some of which utilize 

sensible and/or latent storage and others of which use thermochemical storage.  

Another TES categorization based on storage duration [79]: 

 Long-term storage: The storage duration for long term TES is usually in the 

order of weeks or seasons (in which case the storage is referred to as 

seasonal or annual). Hence thermal energy is retained in a storage media for 

a lengthy storage period prior to discharge according to thermal demands. 

Three common long-term storage media are water, ground and rock, and 

some chemicals. Long-term TESs are further classified by technology; e.g., 

rock cavern, borehole, aquifer, and pit storage [82].  

 Short-term storage: The duration of energy storage in this type of TES is on 

the order of hours or days (in which case, the storage is sometimes referred 

to as diurnal). Energy systems incorporating short term TES are designed to 

allow the thermal energy to be held in a storage medium for a relatively 

short period before discharging. Short term storage media include salt 

hydrates, concrete, rocks and water. 

According to Dincer and Rosen, short term thermal storage is common with cold 

storage to shift peak electrical demands for cooling to off-peak periods, while seasonal 

thermal storage is often suitable for heating applications, often in conjunction with district 

heating systems [79].  

TES can also be categorized based on other parameters; e.g., application, 

temperature (high, low, medium), efficiency, and cost. TES applications, which can allow 

classification, include storage of excess energy from power plants, storage of waste heat 

from air conditioning for subsequent heating and storage of industrial/process waste heat. 
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Chapter 3: LITERATURE REVIEW 

3.1. Introduction 

The background of DE systems including the history, potential energy resources, and the 

technologies that help improve overall performance was described in Chapter 2. In 

addition, the advantages and disadvantages of the DE systems were listed. In this chapter, 

the major studies regarding DE systems, TES, and the DE systems integrated with TES 

are explored with a focus on the energy resources of the DE systems. Energy, exergy, and 

the economic, and environmental impact are the focus of this work; therefore, studies 

using the above approach are treated in the following sections. The purpose of this 

chapter is to demonstrate the objectives, methods, and results of other studies that were 

conducted to show which the gap the present study aim to fill. 

3.2. District Energy Systems 

The district energy system is an example of a capable solution to greenhouse gas 

emission, which is a serious issue that humankind is facing. DE systems can use fossil 

fuel, renewable energy and waste heat as energy sources, and facilitate intelligent 

integration of energy systems. DE systems offer many advantages for society [3]. DE 

technology and its potential enhancement are described from different aspects by studies 

[83].  

District energy systems are not a new technology, as a result of energy and 

environmental crisis, it gain recognition. Therefore, during the age of technology, there 

has been a large body of literature on the topic of DE systems. Since the focus of this 

study is on the energy source of the DE systems, major studies covering energy suppliers 

are acknowledged through the following sections.  

A well-cited research investigates the economy of a thermal network in the DE 

system by using the exergy states of a district heating system [84]. The parameters that 

determine the thermodynamic states, at important individual points in the system, were 
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analysed. The exergy loss in a district heating system, which supplies consumers with 

heat at different temperatures, results from the transport and distribution of thermal 

energy at a constant ambient temperature. This exergy loss was taken as a very important 

part of the model for the differentiated pricing of thermal energy. Another team [85] 

explains the economy of DE technology by exergy analysis for a DE system in general 

and links it with EXCEM. At a later point, another team [86] investigated the distribution 

exergy loss of a DE system. They concluded that the temperature of supplied and 

returning hot water was the most important factor affecting exergy losses. A different 

study assessed DE systems economically in sparse areas in Sweden [77]. Furthermore, in 

Canada, a research was performed to analyse a rural DE system’s economic characteristic 

[3]. A different team analysed the DE system from the point of technical parameters, 

environmental aspect and economic efficiency [41].  

District energy technology integrated with combined heat and power has been 

drawing attention in the last decade, while the number of plants has increased. There is 

numerous research regarding DE technology and CHP. DE is modeled with CHP and then 

optimizes the system from environmental and economic points [87]. Another group 

modeled and optimized the DE system in conjunction with a CHP plant based on 

centralized and decentralized heat pumps [70]. Their method for modeling and 

optimization was an environomic approach. In other research, environmental and 

economic efficiency of DE system and CHP together analysed [74]. A DE system, 

integrated with a wood-fired-CHP plant, is modeled, then optimised environmentally and 

financially [88]. Design and comparison of a DE system in a rural community in Nova 

Scotia with two sources of energy, a biomass heating plant and a cogeneration plant were 

investigated in a research [89]. Results show that the biomass heating plant was 

financially superior.  

In another study, two DE systems integrated with CHP plants were analysed from 

the point of energy and environmental impact and results show pros and cons of a CHP 

plan significantly depend on the site [90]. Zhai et al. analysed the energy and exergy of a 

DE system which was running with parabolic solar and fossil fuel in China [44], they 

state that DE system assisted with parabolic solar technology has a higher solar energy 
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conversion than solar thermal collectors. Another team conducted research to model DE 

and CHP, and analysed the environmental aspect of the complete system [91]. In Sweden, 

the economic impact and the potential for a drop in CO2 emissions of a DE system was 

studied, when a DE system is coupled with biogas while using CHP for gasification [92]. 

Another research measure the economic and environmental impact of biomass 

gasification technology coupled with DE system [33].  

 Japanese sponsored, run a study that compared CO2 payback time for a DE 

system in Tokyo when working with a geothermal system heat pump and an air heat 

pump, as expected the geothermal heat pump had less environmental impact [93].  

A different team suggested a model for a DE system which works with waste 

incineration. They analysed the economic and environmental aspects of the proposed 

model for policy writers [94]. Another research assessed the economic and environmental 

impact of waste incineration in a generation role for DE systems [95]. Other research 

proposes an integrated conceptual model of a DE system assisted by waste heat, showing 

some sort of fossil fuel to upgrade the recovered heat for DE system. In that study, 

feasibility of the proposed model from technical, the environmental and economic aspects 

were analysed [57]. A different study investigated CO2 pollution of waste incineration in 

two different DE networks in Denmark [96]. A DE system in China was assessed 

economically when waste incineration and CHP are energy suppliers [97].  

Another team proposed a comprehensive model for the future (2060) to use 100% 

renewable energy for running not only a DE system but also other forms of energy 

applications. In their model, there are different sources of renewable energy, beside waste 

heat and CHP. They estimate of the cost and CO2 reduction through a future 

comprehensive model [8]. Another study in Denmark is a DE system that works with 

wind electricity, waste use, biomass use, coal, natural gas, and oil [98]. The authors 

replaced oil burning system with geothermal system and analysed CO2 in two different 

scenarios.  
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3.3. Thermal Energy Storage 

Numerous studies assessed TES from different aspects. In the earlier stage, most research 

on the TES was focused on thermodynamics and heat transfer characteristics of TES 

mainly through analytical and experimental methodology. Through fast developing 

hardware (computers) and software in the 1980s, modeling TES from different 

viewpoints was enlarged more than before. In this new era, more characteristics of the 

TES are modeled and studied in the same period of time; while there was not this luxury 

available in past. 

One of the key studies regarding TES performance was the thermodynamic 

behavior of sensible TES [99]. In this study, Bejan analyzed the charging stage of TES in 

the form of a liquid bath while hot gas passed through and restored heat. He used the 

second law of thermodynamic to complete his work and gave extra attention to exergy as 

a useful work rather than energy stored in the TES. Later on, Bejan research was revised 

and completed [100] by modeling the same TES in the charging and discharging stages. 

Krane also stated the thermodynamically efficient heat transfer equipment must be 

according to the first and second laws of the thermodynamics. However, he used the 

exergy approach to complete a cyclic analysis of TES. The original study of Bejan later 

expanded to latent TES [101]. Following Bejan’s study, Domanski and Fellan developed 

thermal economic model for a sensible heat storage to find minimum total cost (including 

operating and maintenance costs) of the TES [102]. Zubair et al. expanded the 

thermoeconomic study by adding more details to Bejan and Domanski and Fellan model 

[103]. During the same period, a different thermodynamic study for investigating TES 

with the energy and exergy approach was performed [104]. In that study an energy and 

exergy analysis was implemented for the three stages of charging, storing, and 

discharging of TES; energy and exergy efficiencies were also defined and discussed for 

stages. Following this study, another research was conducted to assess the 

thermodynamic performance of TES by stratification assumption [105] by an energy and 

exergy approach. Results of the study indicated that exergy analysis is a significant stage 

in thermodynamic examination of TES. After various researches on TES regarding 

application of the first and second law of thermodynamics, research was conducted in 

Germany that combined the first and second law of thermodynamics [106]. They used 
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computational fluid dynamic (CFD) simulation and analysis to characterize the TES. A 

Korean team conducted a different analytical study a thermal TES. They modeled media 

inside the TES during the charging stage [107] and finally developed TES efficiency in 

terms of Peclet number.  

One of the major applications of TES is in the building sector. Study of TES as a 

component of buildings heating and cooling systems is widespread. However, TES 

research is differently modeled to investigate thermodynamics, and the economic and 

environmental impact of TES on the building sector. Some of the studies are as follows: 

TES was modeled environmentally and economically in a study by Wagner to 

examine weather TES is a suitable back up system for a parabolic concentrated solar 

power plant [108]. Results of the study state that there are tradeoffs between economic 

and environmental implications of TES. In another study, TES was analyzed under a 

different assumption. A numerical study on an underground seasonal TES was done by 

using TRNSYS [109]. In this study, TES was modeled multi-flow, stratified with full 

mixed layer. The energy behavior of the TES in a different time period was the main 

focus of the analysis. A different study stated that adsorption TES, incorporated with 

solar heating not only delivers solar heat year round to buildings but also drastically 

reduces home energy cost [110]. In other research, characterization of short-term TES 

tanks was done mainly by applying a set of second Law characterization indices, using 

the exergy method [111]. This research implemented CFD modeling and simulation. 

Another study was specifically about aquifer TES in an urban community mix [112]; the 

study assessed the GHG positive impact of the TES. Alternative research in Italy was 

performed [113], in which three TES in three different locations, Stockholm, Venice, and 

Barcelona, were compared by the exergy approach. In a different study by Hariri and 

Ward, the practical latent and sensible TES that can be used in buildings were discussed 

from the thermodynamic approach [114]. Theoretical background and practical 

applications were reviewed in this research. Additional that references that explain the 

main concept and application of TES in the building sector [115, 116]. 

Regarding connections of TES, Krane commented on a serial configuration of 

TESs in his study on liquid baths [100]. Recently in solar thermal power plants applying 
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double thermal storage system is suggested [117] in which charging and discharging 

happens between these two thermal storages and by moving the transporting liquid energy 

exchanges with the main system. In another actual project, Drake landing solar district 

heating in Canada, two TESs are applied in the system, one TES is seasonal and the other 

one is short term [118-121] . For stratified water tanks, a study was conducted to monitor 

behaviour of water tanks in serial and parallel configurations [122]. Later on another team 

connected three stratified water tanks in serial form [117, 123, 124] then they decided to 

have various configurations in charging of tanks and discharging of tanks[125]. Their 

result show discharging in parallel configuration of TESs maintains higher stratification, 

charging in serial configuration is more effective [125]. 

3.4. Integrated District Energy Systems and Thermal Energy Storage 

TES is interpreted as a bridge to close the gap between the energy demand of a DE 

system and the energy supply to the DE system [126]. TES can be integrated with the DE 

system in the forms of sensible and latent heat storage. Applying sensible heat storage in 

the DE system is more commonly used than latent heat. However, there are some well-

cited studies about latent heat storage in the DE system such as Bo et al., discussed the 

capabilities of PCMs in cool storage integrated with DE systems [127]. For sensible heat 

storage, there is more theoretical and practical research such as well-cited research by 

Schmidt shows the role of TES in performance of the DE system, which focused on low 

and high exergy systems for buildings and communities [128]. In that study, the quality of 

energy flow in buildings was examined by using exergy analysis. In a recent study, the 

economic and environmental impact of using TES in a solar assisted DE system was 

inspected [129].  

To examine a DE system coupled with TES exhibits, extensive research was 

performed. In a research, a DE system integrated with TES was assessed by an energy 

approach to find the optimum point where TES has the best effect on energy saving [130]. 

The method was applied to residential and commercial zones. In a similar study a DE 

system including TES was financially optimized [131]. Various researches were 

completed; several DE systems including TES were built in different locations, mainly in 
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Europe. Some well-known studies are raised here. TES is of assistance to energy 

suppliers in a DE system by allowing: 

 The accumulation of thermal energy from off-peak periods for use when 

demands are high. 

 The storage of excess thermal energy when it is available, for subsequent 

release to the DE distribution system when thermal demands increase 

(especially during periods when suppliers are not able to satisfy thermal 

energy demands with existing facilities). In this way, TES saves thermal 

energy that would otherwise be wasted. 

 More effective utilization of renewable thermal energy sources such as solar 

than is otherwise possible due to the intermittent nature of the resource 

supply.  

Regardless of the source of energy in a DE system, reducing energy losses is 

usually a main advantage of using TES in DE systems, which allows the reduction of 

thermal losses, resulting in energy savings and increased efficiency for the overall 

thermal system. Large seasonal TES systems have been built in conjunction with DE 

technology [79]. In addition improved efficiency and economics, and environmental 

benefits are another reason for the expansion of TES technology in general and with DE.  

Many beneficial applications of TES with DE exist or can be developed. Rosen et 

al. state that DE with hybrid systems can advantageously combine sources of energy such 

as natural gas, waste heat, wood wastes, and municipal solid waste. TES can increase the 

benefits provided by such systems [45]. Similarly, Lund et al. point out that those ―low 

energy‖ buildings can be operated with industrial waste heat, waste incineration, power 

plant waste heat and geothermal energy in conjunction with a DE network [8]. 

Incorporating TES can improve the design of such systems. 

The types of energy sources that can be used with DE and TES systems vary, and 

systems designs are often tailored to best adapt to the energy source. Some common 

energy sources for such systems are described in the following subsections. 
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3.4.1. Renewable Energy 

Lund et al. state that renewable energy is the focus of many countries, for reasons such as 

improving energy security and mitigating climate change [8]. The types of renewable 

energy most applicable to DE are solar energy, geothermal, and integration of previously 

mentioned energy with other sources of energy. 

Solar energy includes solar space and water heating. The advantages of using 

solar energy are significantly enhanced by including TES in the thermal system, while the 

key benefit of TES is its ability to integrate the solar thermal application [79, 132]; that is, 

the energy stored by TES can be made available when thermal energy is in demand and 

solar availability is uncertain. TES increases the impact of solar collectors by avoiding the 

loss of solar energy, which exceeds demand. Annual TES is desirable if the excess solar 

energy is stored for a season or longer, while short-term storage is more appropriate if the 

solar energy is stored for hours or days. In both cases, however, TES provides a beneficial 

alternative to the use of conventional fuels. Short term TES applications in conjunction 

with solar energy in district heating systems have been tested in pilot projects and used in 

several countries [132]. In Germany, by having several solar assisted DE systems 

integrated with TES research teams [128, 133-137] presented monitoring results of TES 

in solar assisted DE systems in that country. Another German team reported performance 

of solar and fossil fuel DE systems integrated with TES in Germany from 1996 [137]. A 

different well cited research focused on low and high exergy systems for buildings and 

communities [128]. In that study, the quality of energy flow in buildings was examined 

by using exergy analysis. In a recent study, the economic and environmental impact of 

using TES in a solar assisted DE system was inspected [129].  

A DE system with two potential energy options was designed [138], one with 

solar thermal and seasonal TES and the other one with solar thermal and seasonal TES 

plus CHP. They compared the cost and environmental protection of each model with 

conventional a model to show capability of each one. Another team [139] briefly 

reviewed optimization models of poly-generation DE systems; the most comprehensive 

mode in their research consisted of solar energy, wood waste, and fossil fuel. TES was 

included in the proposed model. 
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The ground source heat pump is an efficient device that can be used 

advantageously with DE for HVAC purposes. When a ground source heat pump is the 

source of energy in a DE system, TES can help the energy system store extracted heat 

from the earth for use when in demand, according to Lund et al. [8]. Usually, BTES is an 

appropriate TES for geothermal energy in conjunction with ground source heat pumps. 

Lohrenz states that not only does increasing TES capacity result in reducing the GSHP 

capacity, but also TES reduces construction and energy costs [140, 141]. The results are 

based on experiments for actual projects. 

3.4.2. Recovered Waste Heat 

Industry can be a supplier of waste heat for a DE system and/or a heat consumer from the 

DE system. When industry has excess heat or waste heat, it can supply a DE system, 

while it becomes a consumer and when it requires heat. Holmgren and Gebremedhin 

point out that cooperation between industry and DE can allow technical and economic 

factors to be appropriately addressed for both parties in terms of the thermal energy 

quality and quantity as well as profitability [94]. 

When the energy suppliers for a DE system are waste heat, the key parameters to 

be considered in designing DE and TES include the following:  

 Heat supply temperature;  

 Heat consumption temperature;  

 Heat supply time; and 

 Heat demand time. 

Rosen and Dincer suggest underground thermal storage such as ATES, is an 

appropriate storage for waste heat [79]. This type of system allows stored thermal energy 

to be made available for consumers and also permits load levelling in the DE system. 

Rosen et al. point out that DE systems can supply waste heat from an existing 

boiler which has waste heat or from other industrial processes [45]. DE systems using 

such energy sources are generally more clean, economic and efficient than the DEs using 
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conventional fuels. Holmgren and Gebremedhin also note that the integration of DE with 

industry reduces not only the cost of heat production but also CO2 emissions [94].  

3.4.3. Fuel  

When a DE system directly operates using fuel, there is not always a need for TES. 

Nonetheless, TES provides the possibility of using smaller equipment in designs, by 

reducing energy use from external energy sources. The reduced fuel consumption is 

relative to a reference case.  

3.4.4. Electricity 

Electricity is a significant energy source in a DE system. TES helps reduce electricity 

costs during peak demand periods and allows the system to operate during off-peak 

periods; e.g., running chillers during the night and storing the cold medium for use in 

cooling the next day. Short term cold TES is used in such applications. 

3.4.5. Waste 

According to Holmgren and Gebremedhin, waste incineration is a useful method for 

recovering the energy content of waste [94]. Alternatively, waste can be disposed of in 

landfill sites and accelerated processes (e.g., gasification, pyrolysis) can be used that 

produce a combustible fuel gas [53]. Holmgren and Gebremedhin believe waste 

incineration to be a beneficial investment for economically and environmentally 

producing heat for district heating, as a preferred option among other waste treatment 

methods [94]. 

When waste incineration supplies the thermal energy for a DE system, various 

parameters need to be considered in DE and TES design, including the following:  

 Capacity of the waste incineration process; 

 Availability of the waste; and 

 Time profile of the heat demand. 
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3.5. Advantages and Disadvantages of Using Thermal Energy Storage in 

District Energy  

Tanaka et al. that state the use of TES, in conjunction with DE, decreases energy 

consumption compared to a reference system [130]. They also found that seasonal TES is 

more effective than short-term. 

Andrepont assessed the economic benefits of using TES technologies in DE 

systems [4]. He notes that cool TES is applied widely in heating, ventilation and air-

conditioning systems by shifting the cooling load from peak periods during the day to off-

peak periods at night. This time shift significantly reduces operating costs, benefit which 

is particularly noteworthy in large scale DE systems. Andrepont lists the following 

additional advantages of using TES in DE systems: 

 Preventing inefficient operation of chillers and auxiliary equipment during 

low-level operation; 

 Enhancing system reliability and flexibility; 

 Balancing electrical and thermal loads in CHP for better economy; and 

 Lowering accident risks and insurance by enhancing fire protection (since the 

stored chilled water or other storage fluid in the TES is in the vicinity of the 

DE and may be utilized as a reserve firefighting fluid in the event of a fire). 

The benefits of TES in facilitating the use of renewable energy, especially solar 

thermal energy for use in heating and cooling buildings, have been clarified [79]. Demand 

is growing for facilities that utilize TES, as they are more efficient and environmentally 

friendly, exhibiting reductions in  

 Fossil fuel consumption; 

 Emissions of CO2 and other pollutants; and 

 Chlorofluorocarbon (CFC) emissions. 

Griffin reports that in many cases buildings with TES systems in DE applications 

consume more energy than buildings without TES, and that all systems are 

environmentally beneficial [142]. The U.S. Green Building Council (USGBC) did not 

discourage the use of TES in the first version of the Leadership in Energy and 



36 

 

Environmental Design (LEED) criteria, but also did not deal with the use of TES in 

district heating systems. However, a building with TES is eligible to earn more points for 

its lower electrical power. 

Building a TES requires initial capital for land, construction, insulation and other 

items. Determining the appropriate location, designing the proper structure and insulation, 

and executing the design are important steps in installing a TES, which involve 

significant costs. The high initial cost is a disadvantage of TES. 
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Chapter 4: APPROACH AND METHODOLOGY 

4.1. Approach 

DE systems are old technology. Combining the TESs to the DE systems is the major goal 

in this research. In this study, modeling in two levels, component and system modeling, is 

performed. In component modeling DE systems with various energy resources are 

modeled thermodynamically, environmentally, and financially. In the same level the TES, 

as a component, is modeled. The modeling is not limited in single TES; it is expanded to 

modeling various configurations of TESs. Different aspects of TES are examined through 

the modeling; the main ones are thermodynamic and transient modeling. In other level of 

the modeling, the DE system coupled with the TES is modeled. The DE system is 

modeled not only with one TES but also with various configurations of TESs.  

The thermal models, in all levels of modeling, are developed by taking into 

account energy and exergy aspects. Following that, different configurations of the TESs 

and the DE system are analyzed and discussed. For selected TESs configurations in the 

DE system, energy analyses are then applied to find the optimum configuration.  

The environment and economic models are performed separately, and then both 

models are combined together at some point to develop an inclusive model as a tool for 

measuring energy resources performance for project managers, design engineers, and 

governmental policy writers. The developed model is then expanded for the TES(s) to 

find the balance point for having the TES(s) in the DE system layout.  

4.2. Methodology 

Major findings of this research are through mathematical analysis of modeled TES(s), the 

DE systems, and TES(s) coupled with the DE systems. Thus, the analytical method is the 

major methodology in this study. The above defined models are analytically examined 

thermodynamically, environmentally, and financially to develop new functions. For the 

thermodynamic analysis, anchor equations are energy and exergy balances. These 

equations are applied to the defined case and expanded with more detail while conditions 
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are implemented. The environmental analysis is based on emitted CO2 during the life 

span of the technology, which is totally dependent on the nature of releasing energy and 

type of the energy. For the economic analysis, major techniques are based on estimation 

of the value fluctuation of the money, and capital recovery of the initial investment. By 

applying these techniques and adding details and conditions, economic models are 

developed. 

Further than analytical method, computer tools are applied in this research. There 

are extensively software for thermal analysis, which covers energy, exergy, economic and 

environmental aspects. These computer tools have specific capabilities and advantages 

[143]. In the present study, MATLAB and RETScreen are applied as follows: 

 MATLAB (matrix laboratory) is well-known, commonly used software for 

computation, visualization, and programming mathematical problems and 

solutions are declared in the mathematical models. MATLAB is applied in 

some sections to test the developed equations and also used as a tool to verify 

the developed equations by finding the numerical values of some functions. 

Moreover, MATLAB provides several commands for plotting the graphs of 

the developed equations to check the accuracy and trends’ of equations. Over 

capabilities of MATLAB, it is extensively used by experts from industry and 

academia, Discussion about developed functions is performed by assist of 

plotted graphs in MATLAB. 

 RETScreen originally was developed by support of Natural Resources Canada 

(NRC) through specialists from industry, government and academia. It is 

energy management software to assist people who wants properly assess the 

viability and performance of clean energy projects. Sizing and installations of 

clean energy technology are part of RETScreen capabilities. Some credential 

data base like NASA (National Aeronautics and Space Administration) is 

integrated in RETScreen. In this research, RETScreen is also used to size 

geothermal system for the DE system. Furthermore, solar radiation rates for 

different locations for sizing solar collectors are found by RETScreen through 

NASA database for solar radiation rate. 
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Chapter 5: ANALYSIS OF ENERGY 

RESOURCES OF DISTRICT ENERGY 

SYSTEMS  

5.1. Introduction 

This chapter is the stepping stone of the thesis; its purpose is to demonstrate the role of 

the technology used by energy suppliers for a DE system. The role of the energy 

technology is defined in the form of energy, exergy, and financial characteristics, as well 

as the CO2 emission indicator of environment impact. 

The literature review in Chapter 3, reports on the major studies that were 

undertaken on one, two, or multiple sources of energy, in DE systems, and which 

examined various characteristics of the energy suppliers. The results of those studies are 

helpful to define the behaviour of the energy suppliers in certain conditions. The present 

chapter shows specific features of each energy resource in the DE system. This chapter is 

different from previous research since it consistently examines four sources of energy for 

an identical DE system. The comparison of the energy suppliers of the DE system from 

environmental and economic points are achieved in this study. Consequently, results of 

the present study characterize various source of energy for the DE system. Characterizing 

energy suppliers is supportive for engineers who design the DE systems. The energy 

suppliers include natural gas, and solar, geothermal, and waste heat. Application of each 

source of energy has its own environmental and economic characteristics, which impact 

the DE system performance. These characteristics are individually assessed, then 

combined together to present a comprehensive view on performance of each technology 

as energy resource in the DE system. In this chapter, a DE system is proposed in detail 

including the type of building, energy consumption characteristics and peak loads. By 

using buildings’ data, the characteristics of the DE system are determined. The DE 

system is then modeled by considering consumers energy demand characteristics and 

peak. Various options are also defined for energy supply. Different scenarios are analyzed 
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from environmental and economic aspects. Finally, various energy sources are compared 

to obtain results. 

5.2. District Energy Systems 

A typical DE system consists of several energy users which are connected to the energy 

plant through a thermal network. Figure 5.1 illustrates a classic DE system. The DE 

system in the heat plant can use various sources of energy as heat suppliers. Moreover, 

from the other side of the thermal network, users can be added to the DE system. 

Therefore, in the DE system, there is freedom to add and balance energy suppliers and 

consumers. The main condition for the DE system is ensuring balances between supply 

and demand, which is discussed in the following sections. 

 

Figure 5.1: The model of a typical DE system, m suppliers including renewable and non-renewable 

energy satisfy energy demand of n different consumers connected to the thermal network.  

Different energy suppliers including renewable and non-renewable suppliers are 

depicted in Figure 5.1, which provides energy for the DE system individually or as group. 

In heat processing centre, energy of resources are processed and got ready for supplying 

to the thermal network, which distribute energy among n different consumers. 
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5.2.1. Energy and Exergy Analysis 

Energy balance for a general DE system, with a different source of energy and various 

consumers, can be written as follows: 

Total energy of resources = Total energy demand + Total energy loss 

∑ Esup = ∑ Edem + ∑ Eloss  (5.1) 

Esup , Edem , and Eloss show the energy supplied, energy demand, and energy loss, 

respectively.  ∑Esup is a summation of all energy resources in the DE system, ∑ Edem is 

total energy demand of the DE system, and ∑Eloss is all types of heat loss including 

thermal network or consumer energy losses. Thus it can be written: 

∑ Esup= Esup1 + Esup2 +… +Esup n  (5.2) 

Indices 1 to n represent the particular energy supplier in the DE system. 

∑ Edem = Edem.cons1 + Edem.cons2 +… + Edem.cons n  (5.3) 

where Edem.cons stands for energy demand of the consumer. Indices 1 to n represent the 

exact consumer in the DE system. 

∑ Eloss= Eloss.TN +Eloss.cons1 + Eloss.cons2 +… + Eloss.cons n  (5.4) 

Here, Eloss.TN is energy loss by thermal network and Eloss.cons represents energy loss by a 

particular consumer which is determined by indices. 

Energy efficiency of the DE system is also defined as: 

    = 
∑    

∑    

  (5.5) 

    denotes energy efficiency of the DE system, and Esup and Edem are defined previously. 

Equation (5.5) shows energy demand by the DE system divided by total energy input to 

the DE system results in energy efficiency. 

Correspondingly, exergy balance for a typical DE system is defined as follows: 
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Total exergy of resources = Total exergy demand + Total exergy loss + Destroyed 

Exergy 

∑ Exsup = ∑ Exdem + ∑ Exdes (5.6) 

Exsup stands for supplier’s exergy. Exdem and Exdes represent exergy demand, and exergy 

destroyed, respectively. ∑Exsup is the summation of all exergy generated by energy 

resources in the DE plant. However, calculation of exergy is not similar for various 

sources of energy. Following, exergy calculations for various types of energy in the DE 

plant are explained.  

When fossil fuel is the energy supplier, exergy is written as: 

Exf = R Ef (5.7) 

where Exf stands for fossil fuel exergy and R is energy grade, specific for each type of 

fossil fuel, Ef is the energy contents of that fossil fuel.  

For a system in which energy supplies by a circulating media in form of the open 

system, exergy can be estimated through the impact of the source of energy on circulating 

media through computing exergy of inlet and outlet media to the equipment that provides 

energy. Figure 5.2 shows an energy supplier in general form.  

 

Figure 5.2: Energy supplier simplified schematic 
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By using Figure 5.2, exergy balance is written as: 

ExQ= ms [hin – hout – T0 (sin – sout)] (5.9) 

where ms is the mass of the circulating media passed through the energy supplier 

equipment, hin and hout stand for inlet and outlet specific enthalpy, sin and sout represent 

inlet and outlet specific entropy. ExQ and T0 were earlier introduced. 

Figure 5.3 depicts consumers in a simplified general form. Energy and exergy 

transfer to consumers through circulating media. Consumer is considered as an open 

system. 

 

Figure 5.3: Consumers simplified schematic 

 

In a similar way, by using Figure 5.3, the exergy equation of consumers can be 

written as follows: 

Exdem= me [hin – hout – T0 (sin – sout)] (5.10) 

where me stands for the circulating media mass which transports energy and exergy to 

consumers, hin and hout are for inlet and outlet to/from consumers specific enthalpy, sin 

and sout represent inlet and outlet specific entropy. Exdem and T0 were previously 

presented. 

For the open system depicted in Figure 5.3, which energy transfers through a flow, 

exergy loss can be estimated through the following equation: 

Exloss = Eloss (1- 
  

 
  (5.11) 
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All parameters in the above equation were previously introduced. 

Finally, exergy efficiency of the DE system is defined as: 

  
∑     

∑     
 (5.12) 

  represents exergy efficiency, Exsup and, Exdem introduced previously. Equation (5.12) 

demonstrates exergy demand of the DE system divided by the supplied exergy to the DE 

system results in exergy efficiency of the DE system.  

5.2.2. Environmental Impact 

Examining the environment impact of a product or procedure is very comprehensive, 

because the ecosystem is including all animals and plants living in the earth and 

atmosphere need to be examined at the present time and in the future. Doing such a study 

is time and effort consuming. Environmental and ecosystem specialists have modeled 

ecosystem reactions toward changes, which have covered multiple interactions of 

environmental factors. Results introduced some indicators to reduce the difficulty of the 

comprehensive environmental impact for other scientists. Measuring CO2 emission is an 

indicator for examining environmental impact of a product or procedure, because 

increasing CO2 in the atmosphere results in an increase in the average global temperature 

[144], which known as global warming. Global warming has a severe irreversible impact 

on all life forms on the earth. Researchers widely considered CO2 as the indicator for 

proposed, in different scenarios, methods of reduction in energy consumption and a 

decrease in CO2 emissions before 2050 in residential buildings. The environmental effect 

of each technology in this study is also evaluated with CO2 emitted to the environment 

during its operational period. 

In this research, the CO2 emitted from various energy suppliers is initially 

estimated in similar conditions. The consistency of performance is the key for the factual 

judgement of the different energy options. In the next step, the CO2 emitted for each 

energy technology is charted to compare the environmental impact of each technology. 

The CO2 emission of each energy technology is estimated during the lifespan of the 
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technology. A more comprehensive estimation can be performed by expanding the 

analysis to life cycle of each energy technology.  

5.2.3. Cost Analysis  

The cost estimation is crucial to the appraisal of a technical plan. Estimation is possible 

by comparing new proposal with past projects in the field. Time and the amount of 

budgeting for every energy option are important for the project management. This is 

performed by investigating the initial investment, installations, maintenance, insurance, 

and fuel cost during the lifespan of the energy technology. Initial costs as well as 

operating costs during the life performance of every energy option are measured in this 

study through the following terms. 

Future monetary value is calculated by considering compound interest [145]: 

Yn=Y0 (1+IR)
n
  (5.13) 

where Yn shows the future $ value in year n, Y0 represents the present $ value, and n is the 

number of year, IR expresses the inflation rate.  

The future value formula is the financial tool to measure the value of currency at 

different time periods. When inflation rate is a positive number, money is devalued with 

the passing time. To have an accurate evaluation of finance in any project, the future 

value formula has to be applied to estimate the correct value of currency in each time 

period.  

The calculation of the loan on the product has been done through the capital 

recovery factor which results in monthly payments of the loan [145]: 

M    (
[  (     ]

[(      - ]
) (5.14) 

when M is the monthly payment (capital recovery) in $, P stands for the principal in $, i 

expresses monthly interest rate, and N is the number of monthly payments. This equation 

is applied to compute a payment of any loan, mortgage, or investment. 
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The value of money changes over time. Equation (5.13) is used in this research 

several times to determine the financial values at different times. Equation (5.14) is 

applied for capital recovery on each energy technology. The cost of future repayments, if 

the entire budget is borrowed from a financial institution, is estimated. The payments of 

the original investment significantly affect the financial characteristics of each energy 

supplier. 

5.2.4. Enviro-Economic Function 

The importance of the environmental impact of every energy option is an essential factor 

in decision making. Pollution resulting from using a technology can be measured in the 

form of economic impact for the DE system as a business through carbon tax and tax 

benefit. Carbon tax increases costs while tax benefit saves money for the DE system 

during years of operation. The future cost of the DE system can be written in the present 

value [146]. This can be written as: 

Environment Business Cost = ∑    
    (      - ∑   (       

   (5.15) 

Here, CT denotes the annual carbon tax, and TB the tax benefit, g the operating life of the 

DE system which is from 1 to n. Both CT and TB depend greatly on the type of energy 

supply and its conversion technology. This equation characterises the environmental 

aspect of energy technology in form of currency. Regulations about CT and TB are not 

constant in different municipalities and areas. Since political decisions frequently modify 

regulations or set special programs, which impact CT and TB, for a defined period of 

time. Thus, the value of equation (5.15) is not constant; for an identical project, 

depending on timing and location of execution, Environment Business Cost changes. 

Financial characteristics of every energy choice are the key parameter for 

choosing a technology. The financial aspects include initial investment, which shows up 

as the loan and instalments during amortization. Considering the changing value of 

money over time, equation (5.13), initial investment, can be rewritten as: 

Initial Investment = ∑ (    (      
   

a
 (5.16) 
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where M ,was calculated by equation (5.14), and IR are introduced already, and a is the 

number of amortization years which is from 1 to q. 12M is annual payment on the initial 

loan.  

The second financial aspect is the operating cost of the technology applied to the 

DE system. The operating cost can be defined as fuel cost, insurance and maintenance. 

The operating cost varies during the years of the DE system’s performance because of the 

changing value of money as well as fluctuation of fuel cost. Here, the variation of 

operating cost over inflation is considered and it is predicted using equation (5.13). Note: 

depending on the type of fuel cost and future fluctuation of that particular fuel cost as 

well as fluctuations of the energy market in the future, fuel cost changes. Since those 

changes demand very deep economic and political analyses, which are not in the scope of 

this research, the operating cost is modeled by an assumption of predictable increasing 

value under equation (5.13) as follows: 

Operating Cost = ∑ (       (      
   

g 
(5.17) 

Here FC denotes the annual fuel cost, I&M represents insurance and maintenance annual 

cost, and g is the performance years of the DE system which is from 1 to n.  

Combining the environmental impact and financial factors of the DE system 

suggests an equation for measuring various energy options for the DE system, which is 

given as:  

Overall Cost = Operating cost + Initial Investment +Environment Business Cost 

 (5.18) 

where Overall Cost represents each energy technology as a cost. Substituting equations 

(5.15), (5.16), and (5.17) into equation (5.18) gives the ―Enviro-Economic Function‖. 

OC= ∑ (       (      
   

g
+∑ (    (      

   
a 

+ ∑    
   (       

∑   (       
    (5.19) 



48 

 

OC stands for overall cost, FC, I&M, CT, TB, m, a, IR, and M were previously 

introduced. For non-fossil fuels when analysis covers life performance of the technology 

CT = 0. This equation models energy technology of the DE system with multiple 

interacting characteristics including financial, technological, and environmental. 

The concept of converting different characteristics of a technology to financial 

factors is not new. However, applying this concept to complex energy suppliers of the DE 

system in this format is an outcome of this study. 

5.3. Modeling the District Energy System Energy Supplier 

One method of modeling the DE system is through demand profiles of buildings’ heat 

load. Initially, occupants’ behaviour in every consumer building needs to be considered, 

then the heat load of all consumers has to be added together. The DE plant needs to be 

able to cover the total heat load of consumers as well as heat loss in the thermal network 

and consumers. Thus, the total energy of a DE plant can be quantified by adding total heat 

loss to total heat load. 

Sizing a DE system starts with knowing the consumers’ heat demand 

characteristics. A heat plant has to be able to satisfy the consumers’ heat demand after 

deducting all losses between the heat plant and the consumers. For heat plant of a DE 

system usually two systems of heating equipment are considered [115]. One system is 

primary, which provides the major energy and working on a regular basis. The second is 

the back up and it works only when the heating load is more than the capacity of the 

primary system. This auxiliary system has smaller capacity and it occasionally works 

during a year. Since major energy demand is covered by the primary system, it draws 

more attention and there are various methods to size the primary system. The ASHRAE 

handbook [115] suggests using average energy demand (annual demand/12) for sizing the 

primary system, while [89, 147] states 60% to 70% of peak is enough for sizing; these 

case are located in Canadian environment. Another research [89] uses 60% of peak for 

sizing the primary system, which the author states the primary system capacity of 60% 

which usually covers 90% demands of the DE system. Just 10% of heat demand is 

covered by the secondary system. 
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Figure 5.4: Comparison of two sizing methods of the DE system. Data are for a usual DE system 

operating in the Canadian weather 

 

For demo purposes, the heat load of a typical DE system is chosen and both sizing 

methods of the primary system are shown on the characteristics curve of the DE system in 

Figure 5.4. (Specification of the DE system and its annual performance are presented in 

detail in section 5.5). Figure 5.4 shows that the 60%-of-peak method suggests a primary 

system with a larger capacity compared with the average-load method. Thus, the auxiliary 

system would be larger than the average-load method when the 60%-of-peak method 

offers a smaller system. With the 60%-of-peak, auxiliary system works in less time than 

the average-load method. A DE system can be used different type of energy as the energy 

supplier. Generally, the primary system is modeled for the type of energy that is chosen 

as the energy supplier. 
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There are various energy resources for the DE system as explained in chapters two 

and three. However in this research, the sizing of the primary system of the DE system for 

natural gas, solar energy, ground source heat pump (GSHP), and waste-to-energy (WTE) 

is examined in a consistent situation. For having a consistency in the method, the 

auxiliary system remains the same for all energy options. However, the primary system is 

modeled for various technologies of different energy options. The performance of the DE 

system in similar circumstances with the various energy technologies can be then 

compared together. Therefore, comparing outcomes of each energy option for the primary 

system, which covers the heat demands of the most consumers, results in more reliable 

conclusions. 

Figure 5.5 illustrates four energy option technologies that are used in this research 

for the primary system in modeling the DE system. Note: configuration of the primary 

technology with the auxiliary in Figure 5.5 is only one option of connection in the 

simplified method without considering any valves. In the following sections, each energy 

technology is analyzed with some details. 

 

 

Figure 5.5: Simplified models of various energy options technology and auxiliary system in the DE 

system 
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5.3.1. Natural Gas 

Canada has vast natural gas mines, third place in the world [148]. Pollutants generated by 

natural gas are the lowest among fossil fuels; therefore, it is used commonly for heating. 

For this reason, natural gas is considered as a base energy option for the DE system. 

Furnaces, water heaters, and boilers can be considered as the primary systems. 

Application of condensing boilers in DE systems is growing because these have the 

highest efficiency, and loss of energy in this scale is noticeable. Condensing technologies 

have higher fuel efficiencies for extensive series of uses, by capturing the hidden energy 

in flue gases through condensing the water vapor (steam) that usually goes up the flue. 

The efficiency of major condensing boilers, based on manufacturers’ catalogue, is 

reported to be in a range of 88% to 95% [116, 149]. Using condensing boilers in a DE 

system is common in the industry; the Friedrichshafen DE system in Germany can be an 

example for this type [133]. Figure 5.5 illustrates a DE system with natural gas as a 

source of energy. 

5.3.2. Solar Energy 

Solar collectors are equipment that directly converts solar energy to heat for heating 

buildings. The flat solar collectors and the evacuated tube solar water collectors are more 

commercialized and available in the market. The flat solar collectors have larger market 

share and more commonly used in compare to evacuated tube solar water collectors. 

Therefore, the flat plate collector is chosen for this study and the physics of its 

performance is explained. The mechanism is to absorb solar energy in the solar collectors 

and use it for heating another liquid (water or glycol). In flat solar collectors, which are 

used in Europe, a liquid circulates in the absorbing plate (shown in Figure 5.6) and 

absorbs the solar radiations. The absorbing plate in some models is covered with Hi-

Techs, layers of aluminum-nitrogen with an aluminum base, which absorbs solar energy. 

Figure 5.6 shows a sample of a flat solar water heater. 
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Figure 5.6: Flat solar collector [150] 

Solar collectors can be sized as the primary system for a DE system. They can be 

coupled with an auxiliary system to cover all heat demands of the DE system during all 

seasons. Each solar collector has its own heat generation size. Maximum capacity of 

primary system divided by heat generation size of each panel provides a total number of 

solar collectors. The efficiency of each solar collector has to be considered in the 

calculations. Figure 5.5 depicts solar collectors as the source of energy in a DE system. 

5.3.3. Geothermal 

In Canada, with its notable outdoor temperature fluctuations during the year, the 

geothermal energy system is a technology for heating. Geothermal energy system is the 

technology that extracts heat from the earth during winter and passes the building’s heat 

back to the earth in the summer. This technology is also called the ground-source heat 

pump, and is based on the fact that the earth temperature is quite constant, about 6 °C, 

approximately 1.5 m below the ground [151]. By using a set of equipment (a compressor, 

an evaporator, an expansion valve and a heat exchanger), the earth’s heat is exchanged 

with indoor air during demand time. A ground-source heat pump applies the earth or 

ground water as the source of heat in cold season, and acts as the ―sink‖ for heat taken 

from indoors during the cold season. Heat exchange happens through an antifreeze liquid 

or ground water. All earth-energy systems have two parts [151]: 

 an underground pipe circuit outside the building; and 
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 a heat pump unit inside the building. 

The underground piping system is either an open loop or closed system. And 

underground body of water is the heat reserve for an open system. The water is drawn 

directly from a well to the heat exchanger in order to release the heat. The water is then 

discharged to another well or to an above-ground water system. The closed loop system 

extracts heat from the ground through a loop of underground pipes. An antifreeze liquid, 

which has been chilled through the heat pump’s refrigeration system, circulates inside the 

pipes and gathers heat from the soil. The fluid in a closed loop system circulates within 

the buried and pressurized pipe. The pipes’ arrangement underground is either vertical or 

horizontal. A vertical closed loop piping is suitable for urban areas with restricted lot 

space. Pipes are inserted into bored holes which are approximately 150 mm in diameter to 

a depth of 18 to 60 m. Dimensions can be changed based on soil condition and system 

size. Generally, every ton of heat pump capacity (3.5 kW) demands 80 to 110 m of 

piping. A U-shaped loop is placed in each hole. The horizontal piping is more practical in 

rural areas, where there are larger properties. In this arrangement, pipes lay 1 to 1.8 m 

deep. Usually, 120 to 180 m of pipe is needed for each ton of heat pump capacity[151]. 

Sizing GSHP as primary system for a DE system is possible through different methods 

and software such as RETScreen software [152]. Figure 5.5 illustrates a GSHP coupled 

with a secondary system as part of a DE system. 

5.3.4. Waste Energy 

In the 21
st
 century, from one aspect, the community solid waste is one of the key issues of 

urban life with its demanding life style, while energy is severely in demand in each 

community over the increase of population and their demands for consumption. A system 

that reduce the waste and increase the energy would be an ideal double-purpose 

technology. The modern waste-to-energy (WTE) plants are technology that turns 

municipal solid waste (MSW) to energy. Connecting WTE to a DE system is one method 

to have a sustainable community. Figure 5.5 shows a simplified model of the DE system 

connected to WTE. 

Prior to planning such a technology that converts waste to energy; waste 

availability and characteristics must be reviewed in the form of quantity and quality. 
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Quantity of the waste is one the parameters to size the plant. In addition, quality of the 

waste needs to be used to estimate the waste energy; for example, the waste energy in the 

US uses higher heating value (HHV) versus European waste with lower heating value 

(LHV) [153]. Canadian consumption behaviour is closer to American than European, 

because similarity of Canadian life style to American; thus, in this study waste is 

considered with US waste characteristics. To calculate the heating value of waste, there 

are various methods and data bases. In the present calculations, Dulong’s formula [154] is 

used. 

HHV (Btu/lb) = 14,544 C + 62,028 (H2 – O2/8) + 4050 S (5.20) 

C, H, and O2 denote carbon hydrogen and oxygen, respectively. S is the sulphur contents 

of the waste. To find the heating value of any waste, equation (5.20) can be applied by 

replacing related C, H, O2, and S. 

For example for typical American waste C = 0.257, H2 = 0.047, O2 = 0.21, and S 

= 0.001 [153]; thus HHV = 5,040 Btu/lb = 29,936 kJ/kg. 

 

5.4. Case Study 

To demonstrate the application of four energy resources (natural gas, solar energy, GSHP, 

and WTE) in a DE system and comparing the behaviour of each energy technology, a DE 

system located in Ontario/Canada is fabricated. The DE system is built based on buildings 

heat loads data in Ontario weather [155]. Financial aspects of the case study like inflation 

rate (IR) and interest rate are assumed according to the present financial and industrial 

markets. Illustrative example can be any DE system with different properties; the 

approach for modeling is the goal of this section. It should clarify the main goal of this 

section is consistent comparison of different energy resources; therefore HVAC 

calculations for the case study are simplified in this direction.  

A DE system covers 25,000 m
2
 urban areas including multi floor buildings. 

Building one is a four-floor office building, containing government offices and it is used 

mainly from 8 am to 4:30 pm (business hours). By adding commuting times of personnel 



55 

 

to/from the building, 7:30 am to 5 pm would be the time of use of the building on 

weekdays. Building two is a six-floor office building; all offices are used by law firms. 

The working time of this building is from 7:30 to 6 pm. Most lawyers (and their clients) 

have already left the building by 6 pm. Building three is a three story educational 

building; used by instructors and students from 8 am to 7:30 pm. The proposed DE 

system can operate with different energy resources, which is examined in this section. For 

the economic modeling IR is assumed 2%, based on central bank of Canada, and interest 

rate is considered 5%, present market value. The insurance and maintenance of equipment 

is assumed 3% of the initial investment, and 10% of the total cost for project 

management, these percentages are typical in the industry.  

 

Figure 5.7: Simplified layout of the illustrative DE system 

 

Figure 5.7 shows a simplified picture of the DE system including consumers, the 

thermal network, and the heat plant. Analysing consumers’ heat demand in a DE system 

is one of the early steps of the study, because the DE plant will be designed according to 

consumers’ heat demand. To customise the heat plant of the DE system, originally 
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consumers’ heat load has to be defined by going through all buildings in the system. 

Every building in the DE system has a specific heating load and all must be added up to 

find the total heat load for the DE system. For instance, institutional building main heat 

load is during business hours in the day, while late afternoon, evening, and night are off 

peak. The heat load of every building in the DE system is defined and added up entirely 

to have the overall heat load.  

The energy consumption of the DE system is equal to the energy consumption of 

the three buildings as shown in Table 5.1 plus the heat loss of the DE system. The 

average monthly energy consumption of the proposed DE system is considered for 

Ontario weather through available data for buildings in Ontario [155]. It can be observed 

that in late fall, winter, and early spring, the energy consumption has a higher value 

compared with late spring, early fall and summer, which has a much lower value due to 

the ambient temperature.  

Table 5.1: Monthly heat/power consumption of the DE system 

Month Peak Power (kW) 

Energy usage/month 

(MWh) 

Jan 1,720 1,280 

Feb 1,340 997 

Mar 950 707 

Apr 560 417 

May 300 223 

Jun 150 112 

Jul 60 45 

Aug 90 67 

Sep 310 231 

Oct 580 432 

Nov 1,020 759 

Dec 1,400 1,042 

Annual not applicable 6,309 
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By using Table 5.1 a characteristics curve of the proposed DE system is 

constructed as Figure 5.8. The grey area displays energy demand throughout a typical 

year which should be covered by primary and secondary system. 

 

Figure 5.8: Annual heat load characteristics of the proposed DE system 

 

The peak times of the buildings are similar because all buildings are used during 

weekday working hours with slightly different peak times. Thus, the peak load of the DE 

system is almost the totality of peak the loads of each building. The peak load of the DE 
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kW or 1,280 × 60% = 768 MWh) determines the size. For the proposed DE system the 

capacity of primary system should then be about 1,032 kW. Hence, the auxiliary system 

size is the difference between peak (1,720 kW) and capacity of primary system (1,032 

kW), which is about 688 kW. Since 1302 kW and 688 kW are not systems that can be 

found in the market, the size should be rounded. 1,032 kW can be rounded up to 1,100 

kW or rounded down to 1,000 kW. . The auxiliary system size can be rounded up to 700 

kW or rounded down to 650 kW, too. To cover the 60% of load, primary is round up to 

1100 kW and auxiliary round down to 650 kW. In peak time both (1,100 + 650 = 1,750 

kW) covers the pea (1,720 kW).  

Table 5.2: The sizing options of primary system 

 Power (kW) Energy (MWh) 

Annual Summation not applicable 6,309 

Monthly average-load  707 526 

60%-of-peak 1,302 969 

 

Project management is also part of the cost for operating the project. For this case, 

the project management is assumed 10% of equipment cost. 

In the following sections, various energy options, including natural gas, solar 

energy, GSHP, and WTE, are investigated for the primary system of the proposed DE 

system. 

5.4.1. Natural Gas 

Over the high efficiency, it is assumed, when the DE system uses natural gas as the 

source of energy, a condensing boiler is used in the system. The efficiency of such a 

boiler is considered 90%, which is the middle point of reported efficiency [116, 149] for 

condensing boilers. The capacity of the boiler is 1,100 kW as was calculated in previous 

sections for the primary system for the DE system.  

5.4.1.1. Economical Aspect 

To analyse the economics of using natural gas, the initial cost of natural gas technology 

and operating costs during performance of the system need to be estimated. As mentioned 
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above, the energy conversion technology for natural gas in this case is a condensing 

boiler with a capacity of 1,100 kW. The initial cost of the 1,100 kW condensing boiler, 

including installation, is $37,000 [116]. This is a one-time cost, but there are other costs 

such as operating costs. Fuel cost, insurance and maintenance occur as long as the boiler 

is working. The insurance and maintenance are assumed to be about 3% of the initial cost, 

this assumption is based on actual percentage in the industry; fuel cost should also be 

calculated. First, the original energy that the boiler uses to cover the consumers’ demand 

should be calculated. The energy content of the natural gas (HHV) is 38 MJ/m
3 

[74, 156]. 

By having energy efficiency of 90%, the monthly consumption of the natural gas in the 

DE system can be then calculated. Results are depicted in Figure 5.9. Note: in January, 

February, and December, a boiler is working with a maximum capacity of 1,100 kW and 

the rest of the demand is satisfied by the auxiliary system. In other words when the 

demand is above 1,100 kW, the auxiliary and primary systems generate heat. This means 

that the maximum fuel consumption occurred in January, February, and December. 

 

Figure 5.9: Monthly natural gas consumption of the DE system 
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The monthly cost of fuel can be calculated by knowing the natural gas fuel cost. 

Cost of natural gas on a 5-year contract in Ontario is 0.155 $/m
3 

[74, 157]. This price 

includes 0.076 $/m
3
 transportation to the DE system plant. The monthly cost of energy 

consumption can now be computed. The total operating and fixed cost includes 3% of the 

initial cost for insurance and maintenance as well as the fuel cost of the condensing 

boiler. The results of summation, as monthly cost of condensing boiler, are depicted in 

Figure 5.10. In that figure each column represents cost of the boiler in a month. In the 

cold months, such as December and January, due to increasing the fuel cost, monthly cost 

is higher than the summer months. As explained earlier, in January, February, and 

December, the boiler is working with a maximum capacity of 1,100kW and the rest of the 

load is covered by the auxiliary system. Thus, the maximum monthly cost occurs in 

January, February, and December. 

 

Figure 5.10: Natural gas technology monthly cost (Fixed and operating costs) 
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Using equation (5.13) for the DE system when the life performance (n) of the DE 

system is assumed 25 years, and IR is assumed 2%, Y0 is the annual operating cost of the 

natural gas consumption for the condensing boiler, which is: 

 

664,118 m
3
 × 0.155 $/m

3
 =$ 102,939  

664,118 m
3
 is the annual natural gas consumption of the boiler. It is calculated by adding 

all the bars in Figure 5.9, which represents the annual natural gas consumption. As 

explained earlier, 0.155 $/m
3
 is cost of the natural gas.  

 

Figure 5.11: The annual cost of the natural gas technology in its lifespan 
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maintenance. On the 10
th

 year, the trend of the graph is changed in Figure 5.11 because of 

finishing the loan payment. In consequence, from the 10
th

 year onward, the annual cost 

curve shifts down; even in the 11
th

 year, the annual cost is lower than the previous year 

because of elimination of loan payment. The total initial cost, fixed and operating costs, 

for the lifespan of the condensing boiler is $ 4,200,000 (the total expenses in 25 years). 

The grand cost results in $4,600,000, when 10% project management of the total cost is 

added. 

To have an insight into the boiler’s total cost, Figure 5.12 demonstrates the 

breakdown of the total cost. It shows when natural gas used as the energy resource for the 

DE system, the cost of fuel (natural gas) plus the insurance and maintenance are the major 

cost. In other words, for condensing boiler, operational cost is greater than capital 

recovery. 

 

Figure 5.12: Cost breakdown of the natural gas technology 
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5.4.1.2. Environmental Aspect 

Natural gas is one of the cleanest fuels over its lowest CO2 emission among other fossil 

fuels [148]. However, the low amount of CO2 emission eventually impacts the 

environment. Here, CO2 emission is estimated as an indicator of the environmental 

impact of using a natural gas boiler. Natural Resources Canada specified that burning 

Canadian natural gas emits 56 kg CO2/GJ [158]. By using data on the fuel consumption of 

the condensing boiler, Figure (5.13), the monthly CO2 emission of the boiler is calculated. 

Thus, annual CO2 emission by the boiler is charted in Figure 5.13. If the performance and 

efficiency of the boiler stay the same, considering 25 years of life for the boiler, the total 

amount of the emitted CO2 is 29,474 t. 

 

 

Figure 5.13: The annual CO2 emission of the natural gas boiler 
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5.4.2. Solar Energy 

To size primary system of the DE system with solar water heaters 60% of the peak is the 

sizing method for solar collectors since it is the same method for sizing natural gas boiler. 

This method is used to have a consistent approach for modeling different energy 

resources. The auxiliary system remains the same. Thus, solar energy needs to produce 

768 MWh, as calculated in earlier section 5.4. A thermal solar collector that generates 

1,650 kWh/m
2
/year [116] is selected, hence, the monthly solar energy by the panel is 

1,650/12=137.5 kWh/m
2
. The monthly amount of sunlight varies during the year. If 

winter sunlight, which is the lowest level, considered for sizing the solar collectors, the 

initial cost will rise drastically and there would be extra energy during the summer time 

when the consumption is very low and days are long. Since there is an auxiliary system to 

support the primary system, the energy demand for 12 months is assumed evenly. The 

area of solar collectors is calculated by dividing needed capacity by generated energy by 

one panel as:  

    (           (          

      (             
 = 5,590 m

2  

5.4.2.1. Economical Aspect 

In this section, first the initial investment and then operating cost are computed. The unit 

price of the solar collectors that is used is 400 $/m
2
 [116, 135]. Both references price the 

collector with the same value. The initial cost (without installation) of the solar collectors 

with an efficiency of 60% is: 

5,590 (m
2
) × 400 ($/m

2
) =$ 2,236,000 

Provincial and federal governments offer various incentive programs from 10% up 

to 70% for promoting renewable energy, including solar energy [159, 160]. These rebates 

depend on the program, building type, business sector, and time. For this study, 30% 

governmental incentive is assumed for the initial cost of the solar collectors. By applying 

the incentive, the initial price reduces to $1,565,200. There is no monthly fuel involved in 

this energy option. However, there 3% of the initial cost for the maintenance and 

insurance for solar collectors is considered similar the condensing boiler. 
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Considering the loan conditions to be the same as condensing boiler, I = 
  

  
 (when 

the interest rate of the loan is 5%), N=10×12=120 (when amortization is 10 years), and 

here P = 2,000,000 as calculated in previous paragraph. By using equations (5.13) and 

(5.14) the total cost of the DE system in a performance span of 25 years would be the 

same as Figure 5.14. The total cost without project management in a lifespan of solar 

collectors is $ 3,800,000; by adding 10% of project management (as assumed previously) 

the overall would be $4,100,000. 

Figure 5.14 shows that in the first 10 years of the solar collectors’ performance the 

annual cost is almost three times higher in comparison with the next following 15 years. 

Since initial investment of the solar collectors is fairly high, the instalment of the loan is 

also high. Therefore, in the first 10 years annual costs are high. From the 11
th

 year, the 

annual costs drop drastically since it is only the operating cost that remains. 

 

 

Figure 5.14: The annual cost of the solar collectors 
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More details of the above total cost are depicted in Figure 5.15, where it can be 

observed that the major portion of cost, especially in the first 10 years, is allocated to loan 

payment.  

 

 

Figure 5.15: Solar energy’s cost breakdown 
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(325 kW) is supplied by electricity; thus, electricity consumption, cost, and pollution need 

to be considered for this source of energy. 

5.4.3.1. Economic Aspect 

The cost of a 55.6 kW GSHP plus the drilling, piping, installation and other system is 

reported to be $41,353 [116], based on which the cost of the proposed GSHP with 

capacity of 1,100 kW is $818,000. By considering 30% rebate, by the government for 

promoting renewable energy (same as solar energy option), the actual price of the GSHP 

for the proposed DE system comes to $573,000. This is the initial cost for the primary 

system in the DE system when geothermal is the main source of energy. This is also the 

principle value for the loan. The loan conditions are the same as the previous scenarios. 

As for other energy options 3% of the initial cost is assumed for system maintenance and 

insurance.  

In the following, as part of the operating cost, the cost of electricity is calculated. 

The cost of electricity on Ontario in average is 0.094 $/kWh in last five years [159]. 325 

kW for a month is equal to 234 MWh, and then the average monthly cost of electricity is 

22,000 $/month (0.094 $/kWh   234 MWh   1000) when GHSP works with maximum 

capacity. 

In January, February, and December GSHP is working with a maximum capacity 

of 1,100 kW and the rest of the load is covered by an auxiliary system, as seen in Figure 

5.16. Thus, maximum electricity usage for heating (cooling is excluded), and apparently 

the electricity cost, occurs in January, February, and December. To have a consistent 

comparison method, cooling operation electricity consumption of the GSHP is excluded 

in Figure 5.16. 
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Figure 5.16: The monthly cost of the electricity for GSHP (only heating operation, cooling is excluded) 
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Figure 5.17: The annual costs for GSHP  
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Figure 5.18: GSHP cost breakdown 

 

 

Figure 5.19: Ontario Electricity Generation Mix in 2009. Source [161] 
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The pollution capability of each source of electricity generation in Ontario is need 

to find the emitted CO2 for generated electricity. The CO2 emission for different forms of 

electricity generation is illustrated in Table 5.3.  

Table 5.3: CO2 Emission by Electricity Generation. Source [162] 

Energy Type g CO2 /kWh 

Nuclear 30.5 

Wind 65.5 

Natural gas 450 

Coal 986 

Hydro 25 

Solar 372 

 

By using Figure 5.19 and Table 5.3, the monthly CO2 emission by the electricity 

usage of 242 MWh can be obtained. Figure 5.20 depicts the distribution of the emitted 

CO2 by the GSHP in Ontario. 

 

Figure 5.20: Annual (2009) CO2 emission by the electricity usage of the GSHP (1100 kW) in Ontario  
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The monthly distribution of the emitted CO2 by the GSHP as the primary system 

in the DE is depicted in Figure 5.21. By assuming electricity mixture in Ontario is the 

same in the 25 years, multiplying the annual emission of the GSHP by 25, results the 

GSHP emissions is 10,314.65 t of CO2 for its lifespan. It should be mentioned that in 

Figure 5.21, in January, February, and December GSHP is working with maximum 

capacity of 1,100 kW and the rest of the heating load is covered by an auxiliary system. 

Consequently, maximum CO2 emissions occur in months of January, February, and 

December. 

 

Figure 5.21: The typical monthly CO2 emission by the GSHP (only heating operation)  
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the waste plant with a capacity of 1,000 MWh, which is 150 t/month. Therefore, 

maximum waste consumption, and apparent waste cost, occurs in January, February, and 

December.  

 

 

Figure 5.22: The needed monthly waste for WTE plant to satisfy DE system heat demand 
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the capacity of the plant tons per day (TPD). Accordingly the cost of the WTE with 

capacity between 350 TPD to 2,500 TPD can be calculated.  

 

Figure 5.23: The cost curve of the WTE plants with the curve fitting equation 
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technologies, 3% of initial the cost is considered for maintenance and insurance. 

Furthermore, the cost of waste as the fuel for the WTE plant should be considered. The 

tipping fee for garbage depends on the labour rate, transportation, and characteristics of 

the waste. The tipping fee in this study is assumed to be 80 $/t of garbage [153, 163]. The 

monthly cost of the WTE in a typical year is shown in Figure 5.24. 

 

 

Figure 5.24: The monthly cost of the WTE to cover the DE system 
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project management cost is $ 3,100,000. The overall results in adding 10% project 

management to the total cost, which comes to $3,400,000. 

Figure 5.26 illustrates more elements of the total cost, which provides a 

comprehensive vision for making an economic decision. Figure 5.26 illustrates that the 

major cost of the WTE plant is assigned to tipping waste and I&M, while paying loan 

instalments plays a minor role. 

 

 

Figure 5.25: The annual cost of the WTE plant in its lifespan  
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Figure 5.26: The WTE plant cost breakdown 
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Figure 5.27: The typical monthly CO2 emission by the WTE plant 
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energy, and waste energy. To have a consistent comparison, the technologies are sized for 

an identical DE system. The economic and environmental aspects are individually 

analyzed. Here, four common energy resources are compared for their economic and 

environmental characteristics. 

5.5.1. Economic Appraisal 

The financial comparison of energy resource technologies can perform in a consistent 

condition because they were tried on an identical DE system. By assuming a 25-year 

lifetime for each technology, annual costs are estimated and presented in a lifespan of 

each energy technology. Presenting the financial characteristic in this way provides deep 

insight for financial analysts and project managers for balancing their budgets.  

The revenue of the DE system from selling heat is considered to be the same for 

all technologies. Thus, this amount is not mentioned in any cost estimation, since adding 

or subtracting a constant number to the total cost has no effect on the final comparison.  

The annual costs of the four technologies for the proposed DE system are 

demonstrated in Figure 5.28. This figure shows that the costs of all technologies will 

decrease after 10 years, when the loan on the initial investment is paid off. It can also be 

seen that the solar technology and GSHP have the highest initial investment, while the 

incineration has the lowest. Solar energy has the high cost for 10 years; however, after 

paying off the loan, it has the lowest cost for the next 15 years.  

Not only is the distribution cost significant in decision-making, but also the 

overall cost of the four technologies for the proposed DE system is important. Figure 5.29 

compares the overall cost of all energy options for the proposed DE system. It can be 

observed that the WTE plant is the least expensive technology for the proposed DE 

system, while the GSHP is the most expensive. The energy technology prioritization for 

the proposed DE system based on the overall cost is:  

1. WTE plant 

2. Solar thermal panels 

3. Natural gas condensing boiler 

4. GSHP 
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Figure 5.28: The total annual costs comparison for four types of the energy 

 

In order to make the final decision, other financial factors, such as the annual costs 

and project circumstances, must be reflected in the above prioritization.  

Similarly, the cost breakdown of each energy supplier for the DE system in 

Figures (5.12), (5.15), (5.18), and (5.26) reveals that the solar collectors have the highest 

loan payment and lowest I&M cost, while NG technology has the lowest instalment and 

GSHP has the highest cost of I&M and electricity. This information is the decision-

making tool because, depending on the economics of the community and finance 

availability of the project, these detailed facts are keys. For example if there is budget 

limitation for launching a DE system, the option of the technology with the lowest initial 

investment is wise choice. If the capital is available for launching the DE system, but 
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there is not much fund during performance of the DE system, then the energy option with 

higher initial investment and lowest operational cost is the rational energy resource. 

 

 

 

Figure 5.29: The overall cost (including initial investment, operational, and management costs) 

comparison of four DE system energy suppliers 

 

5.5.3. Environmental Appraisal 

The environmental feature of the DE system is one of the key parameters in the decision-

making process for choosing an energy supplier. Figure 5.30 illustrates CO2 emissions 

during one typical year for each energy supplier technology. It shows natural gas has the 

highest level of CO2 emission, while solar energy has no emission during the operational 

period. Prioritizing energy suppliers of the proposed DE system based on CO2 emissions 
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1. Solar energy 

2. GSHP 

3. Waste 

4. Natural Gas 

 

 

Figure 5.30: The annual CO2 emission comparison of four energy suppliers 

 

The environmental aspect of industrial projects draws much attention. Sometimes 

the environmental impact is the main factor for making the final decision. The following 

reasons highlight the significance of the environmental characteristics: 

1. Protecting the environment as a virtue in itself which cannot be evaluated by cash; 

2. Receiving government tax benefits plus reducing carbon tax; 

3. Following special standards in the industry field; 

4. Satisfying some governmental regulations to keep the business licence; and 

5. Setting the new records or models for similar industries. 
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5.5.4. Comprehensive Appraisal 

In a comprehensive approach, CO2 emission of each of the various energy options of the 

proposed DE system is evaluated financially. As the DE systems provide heat for the 

community they are considered as business firms and is accountable for paying tax. The 

different levels of the government consider different tax benefits for businesses that use 

non-fossil fuel energy under different programs the duration of the project. This tax 

benefit is averagely assumed (based on some available programs) to be 10% of the 

revenue of the DE system. The average cost of heat for DE system consumers is 

considered 0.20$/kWh [116]. The tax benefit is assumed to be 1% of the DE system 

revenue when the solar energy, GSHP, and WTE technology are energy resources. The 

financial value of the tax benefit for each technology, in 25 years, is estimated to be 

(Annual energy demand 6,309 MWh): 

 (6,309MWh) (1,000kWh/MWh) (1%) (0.20$/kWh) (25) =$314,450  

 

 

Figure 5.31: Estimation of the carbon tax of the natural gas and tax benefits of the solar energy, 

GSHP, and WTE 
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Since the tax benefit reduces both the tax and the overall cost, it is displayed the negative 

side of the tax chart in Figure 5.31. On the contrary, there is an extra tax for fossil fuel 

technologies. Carbon tax is imposed in many parts of the world (Canada Quebec, British 

Colombia, and Alberta were the first provinces to propose carbon tax) [159, 160]. Carbon 

tax is defined by different factors such as the type of fuel and industry. The DE system, 

which is worked by natural gas, carbon tax is considered as 12 $/tCO2. Thus, by using 

Figure 5.13, when natural gas is the source of energy, the DE system pays (1,180 (tCO2) 

  12 ($/tCO2)   25) $354,000 the carbon tax of over 25 years. The carbon tax of natural 

gas is displayed in Figure 5.31. 

At this point, the tax benefits and carbon tax for energy suppliers is added to the 

overall cost to have a more accurate estimation of the cost of each technology. The results 

of modified costs by taxes are displayed in Figure 5.32. The actual procedure that resulted 

in Figure 5.32 is formulated in equation (5.19). In this equation, the economic aspects 

(including FC, I&M, M, and CT) as well as the environmental aspect in the form of TB, 

are captured.  

Figure 5.32: The grand total cost including initial, operational, and management costs plus the 

carbon tax and tax benefit in 25 years 
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By referring to Figure 5.32, the economic ranking of the energy suppliers by 

considering various costs including initial, operational, and management as well as tax 

benefits and carbon tax, is rearranged as follows: 

1. WTE 

2. Solar Energy 

3. Natural gas 

4. GSHP 

5.6. Closing Remarks 

In this chapter methodology of analysing the various energy options from the point of 

energy, exergy, economic aspects, and CO2 emission were presented. The Enviro-

Economic Function was then developed to capture the emitted CO2 and the economic 

characteristics of the energy supplier technology. The Enviro-Economic Function assists 

professional users (including design engineers, project managers, researchers, and policy 

writers) in different ways. 

 For professional users, the FC is one key factor in the annual cost and apparently 

the overall cost of the DE system. In more detail, the CT can be affected by type of the 

fuel which is another parameter that increases cost.  

A result from the case study, which was a community-based DE system, was 

analyzed as an illustrative example. First, a characteristic heat load of the proposed DE 

system was built, and then a comparison of the various energy options for the DE system, 

in a consistent manner, was performed. The energy preferences were natural gas, solar 

thermal, geothermal, and waste. The systems were sized for each energy option, then the 

CO2 emission and economic characteristics of each technology were analyzed. The results 

indicate that: 

 Solar thermal was the best energy technology for the DE system because of less 

CO2 emission during performance;  
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 The WTE was the best energy technology for the DE system from a financial 

point; 

 Solar thermal technology, as the main energy supplier for the DE system, bills 

the highest loan payment and the lowest FC and I&M payment; and 

 In an overall appraisal, which captures the CO2 emission and financial 

characteristics in the form of cost, the WTE is the first energy option, then solar 

energy, followed by natural gas and GSHP. 
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Chapter 6: THERMAL ENERGY STORAGE 

ANALYSIS 

6.1. Introduction 

As explained in Chapter 3, based on literature thermal energy system (TES) with a proper 

design, plays a significant role in enhancing DE system efficiency. In this chapter 

performance of TES investigates. Initially, the key equations in the TES are explained, 

then the TES is analysed from different perspectives such as energy and exergy. First 

energy and exergy transactions in the TES is analysed with the aim of establishing 

various configurations of the TESs. The TES is then analysed in transient conditions. 

Following that, related functions are developed and analysed. In the final section results 

are applied to an actual TES, which is part of the Friedrichshafen district energy (DE) 

system in Germany. 

In first section of this chapter, different configurations of an open system TESs 

with the sensible heat are modeled and analysed. Different configurations of the TES are 

series, parallel, and compound configurations. Characteristics of various configurations of 

the TES are developed as functions of the TES properties. Developed functions are the 

charging and discharge temperature of the TES, the charging and discharge energy of the 

TES, and energy and exergy efficiencies of the TES. It should be mentioned that the 

established methodology can be expanded for the open system TESs with latent heat or 

combination of sensible and latent heat. Moreover, closed system TESs either with 

sensible or latent heat or combination of both can be fit into this model with some works. 

In the second section, the charging and discharging behaviours of an open system 

TES are examined in the instant time. Through this approach, the charging temperature 

function and the maximum charging temperature, the charging energy flow function and 

maximum heat flow capacity, the discharging temperature function and the minimum 

charging temperature, the discharging energy flow function and maximum heat flow 

capacity, heat loss function during one cycle of the TES performance, and function of one 
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period of the TES are developed. Through examining developed functions impact of input 

energy flow, ambient temperature, and heat transfer coefficient on charging temperature 

of the TES are discovered. In the following section, effects of input energy flow and the 

outlet energy flow on discharging temperature of the TES are explored. 

6.2. Thermal Energy Storage Energy and Exergy Analysis 

Various types of TES like the above-ground and under-ground TESs which have 

applications in different fields like DE systems use open system for the charging and 

discharging. For a TES in the charging stage, heat Q, which can be from various energy 

sources, enter to a heat exchanger with efficiency of ηth. A circulating media transport the 

heat of Qin into the heat storage. Heat storage contains a medium with mass of M and 

specific heat capacity of cp (if storage is constant pressure, cv if it is constant volume). The 

initial temperature of the heat storage is Ti. It is also assumed TES is in the fully mixed 

condition (temperature of the medium is assumed the same all over in the storage). The 

ambient temperature surrounding the TES is T0. The temperature of the medium after 

absorbing Qin and releasing heat loss of Qloss.c is Tc which should be calculated based on 

the properties of the TES and inlet heat to the TES. Figure 6.1 illustrates energy flow in 

the TES in the charging stage. Note: To eliminate the shape effect, the hexagon shape 

presents the TES in this thesis. All equations are independent from shape of the TES.  In 

actual case it will be replace with defined shape in the project.   

 

Figure 6.1: One TES in the charging stage 
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In first law of the thermodynamic, ∆U stands for internal energy changes and ∆U 

can be defined as: 

∆U = Qin – Qloss.c.  (6.1) 

Then, the general energy balances for the charging stage is expressed as: 

Net energy input – Heat loss in charging = Energy accumulated in TES  

Qin – Qloss.c = Qc  (6.2) 

Here, Qin denotes the net energy input to the TES and Qloss.c the TES energy loss when 

heat loss in the pipes is neglected here. Moreover, Qc denotes the energy accumulated in 

the TES during the charging, which can be also called as stored energy during the 

charging period and can be written as: 

Qc = M cp (Tc – Ti) (6.3) 

where cp denotes the specific heat of the storage medium, however it can be cv, depends 

on the project situation (constant pressure or volume). Energy is transporting to/from the 

TES with a circulating medium. The mass of flowing media during the charging is 

calculated by: 

mc = 
    

   (       
 (6.4) 

Here mc is the mass of circulating medium transporting energy to the TES in the charging 

stage, Tin and Tc denote the TES inlet and the charging (outlet) temperatures respectively. 

The exergy balance for the TES is as follows: 

Exergy input – Exergy destruction – Exergy loss = Exergy accumulation    (6.5) 

Exergy input = Exin – Exc  

                    = mc [hin – hc – T0 (sin – sc)] (6.6) 
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where hin and hc denote the specific enthalpy of inlet and outlet water at charging for the 

TES respectively. sin and sc denote the specific entropy of inlet and the charging (outlet) 

media for the TES respectively. 

The exergy loss and accumulation during the charging stage are: 

Charging exergy loss = Qloss.c (1– 
   

   
 ) (6.7) 

Exergy accumulation = Exc – Exi = M [uc – ui – T0 (sc – si)]  (6.8) 

where uc and ui are the specific internal energy at the charging (final) and initial 

conditions of the TES respectively sc and si show the final and initial specific entropy of 

the TES. The exergy destruction in the charging stage is given by: 

Exergy destruction = mc [hin – hc –T0 (sin – sc)] – Qloss.TES (1– 
   

   
 )  

                                –M [uc – ui – T0 (sc – si)]  (6.9) 

The energy and exergy efficiencies for the charging stage can be written as:  

ηc = 
                         

            
 = 

  

   
 (6.10) 

ηc stands for energy efficiency of the TES in charging stage. This energy efficiency is 

purely for the TES in charging stage without considering the heat exchanger. 

   
                         

            
 = 

   

    
  (6.11) 

   represents for exergy efficiency of the TES in charging. 

The discharging stage, in which the TES releases stored energy, is illustrated in 

Figure 6.2. In charging stage the temperature of the storing TES reaches ultimately to the 

Tc, therefore Tc is the initial temperature for the TES in which starts releasing energy. 

During the discharge heat loss of Qloss.d and Qout are released by the TES. Qout is the 

energy which is recovered by the TES. In this design Qout is transferred to the next system 

through circulation medium. The temperature of the TES in discharging stage is Td which 



91 

 

is smaller than Tc. At this stage Td and Qout are unknown and are calculated based on the 

known properties of the TES.  

 

Figure 6.2: TES in discharging stage 

An energy balance for this stage is expressed as follows: 

(Energy recovered + Heat loss) = Energy charged (6.12) 

Qc = (Qout + Qloss.d) (6.13) 

Here, Qc denotes the charged energy from the TES, Qout represents the energy recovered 

by the TES during the discharging, and Qloss.d is the heat loss of the TES. Ec and Qloss.TES 

are normally negative in value, and Qout is given by: 

Qout = M cp (Tc - Td)  (6.14) 

Td is discharge temperature and other parameters are introduced previously. 

Energy is transported through the TES during the discharging via the circulating 

media. The mass of the outlet media from the TES in discharging stage, md is evaluated as 

follows: 

md = 
     

   (         
 (6.15) 



92 

 

where Tr is the return temperature of the circulating medium from the system which 

supply recovered energy by the TES, and Tout denote the temperature of outlet flows of 

the TES. 

The energy efficiency of the discharging stage for the TES can be expressed as:  

   
                       

                      
 = 

    

            
 (6.16) 

   is discharge energy efficiency of the TES. Equation (6.16) demonstrates that energy 

recovered from the TES divided by the total released energy from the TES results in 

energy efficiency of the TES in discharging stage.  

An exergy balance for the discharging stage of the TES is evaluated as follows: 

–(Exergy recovered + Exergy loss) – Exergy destruction = Exergy accumulated

 (6.17) 

where the exergy recovered Exrec is expressed as: 

Exrec = Exout - Exr = md [hout – hr – T0 (sout – sr)]  (6.18) 

Here, hout and hr are the specific enthalpies of the TES outlet and the return 

medium respectively. sout and sr are the specific entropies of the TES outlet and the return 

(inlet) medium. Moreover, 

Exergy loss = Qloss.d (1 – 
   

   
 ) (6.19) 

Exergy accumulation = Exf – Exr =M [uf – ur – T0 (sf – sr)] (6.20) 

Exergy destruction = md [hout – hr – T0 (sout – sr)] – Qloss.d (1 – 
  

   
 )  

                                – M [uf – ur – T0 (sf – sr)]  (6.21) 

where uf and ur are the final and initial internal energies respectively for the flow through 

the TES. 
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The discharging-stage exergy efficiency for the TES is written as:  

   
                      

                        
 = 

     

   
 (6.22) 

   = md [hout – hr – T0 (sout – sr)]/M [uf – ur – T0 (sf – sr)] (6.23) 

   denotes exergy efficiency of the TES in discharging stage, and other parameters are 

introduced previously. 

If there is any storing stage defined during the charging and discharging stages, 

there would be then another extra heat loss for the period of the storing which should be 

added to other heat loss. 

Plus, the overall energy balance for the TES can be expressed as: 

Energy input – (Energy recovered + Heat loss) = Energy accumulation 

Qin – (Qout + Qloss) = Qc (6.24) 

The overall TES energy efficiency (       is determined as: 

      
                                            

                                   
  

    

   
 (6.25) 

      denotes energy efficiency of the TES and results from dividing recovered energy by 

the TES by the total energy input to the TES. 

Similarly, an overall exergy balance for the TES is: 

Exergy input – (Exergy recovered + Exergy loss) – Exergy Destroyed= Exergy 

accumulation 

     (                          (6.26) 

The overall exergy efficiency (ΨTES) is calculated by: 

ΨTES  
                                            

                                   
 = 

     

    
 (6.27) 
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Equation (6.27) means recovered exergy by the TES divided by input exergy to the TES 

results in exergy efficiency of the TES.  

6.3. Thermal Energy Storages Configuration Analysis 

In practice, there are some conditions such as location availability, budget, project 

specific demand, insulation issues, and storing media type [164, 165], which leads to the 

idea of having several TESs instead of one TES. For example when there is budget issue 

in many cases replacing several smaller TESs instead of one large TES is financially 

supported. Energy resources also may varies, though having several smaller TESs is 

manageable. Depends on project demand multiple TESs can be placed differently with 

various configurations.  In this study, various grid configurations of the TESs are 

proposed and related equations are developed. Essentially, grid configuration is consist of 

serial and parallel configurations, serial is beneficial for thermal systems which need 

different temperatures, serial TESs are hypothetically able to provide various 

temperatures from one source of energy. Similarly, parallel configuration of TESs 

hypothetically able the thermal system to have hybrid TESs, because various TESs in 

parallel format can be charged simultaneously from one source of energy. Not only these 

ideas are examined in this chapter, but also further possible advantages of the serial and 

parallel configurations are assessed in the following. 

In application, what is significant for the TES, or a set of the TESs is the 

discharging temperature and the discharge energy (Qout). The most comprehensive grid 

configuration of TESs is depicted in Figure 6.3. To model such a general grid 

configuration of TESs, first one single TES is investigated the final temperature, energy, 

and exergy release as well as energy and exergy efficiencies are developed. The outcomes 

are expanded to serial, parallel, and compound configurations of the TESs. The concept 

of integrating TESs with various configurations is applied on the open system TESs with 

sensible heat in fully mixed condition this chapter. However, the established methodology 

can be expanded for TESs with diverse characteristics like closed system, stratified, latent 

heat or combination of sensible and latent heat, or TES crossover configuration or any 

combination of these features. Analysing other characteristics and crossover combinations 
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of TESs are future studies, which demands some more work to develop the discharging 

temperature and the discharge energy for the mentioned situations.  

6.3.1. One Thermal Energy Storage Analysis 

To model performance of the TES, first break the modeling into two stages of the 

charging and discharging. In comparison with the last section, here a heat exchanger is 

added to the TES. Figure 6.4 illustrates an open system TES coupled with a heat 

exchanger in charging stage, (a) shows the material flow and (b) depicts energy flow. For 

simplification purposes in heat flow diagram, valves and pumps are eliminated, also, heat 

loss of pipes is not considered. This approach is taken for the rest of energy flow in the 

thesis. For an actual case, it is recommended to consider energy loss on all components, 

especially when the thermal system is large and apparently, pipes, pumps, and valves 

have noticeable impact of performance of the system. From onside of the heat exchanger 

heat of Q enters into the heat exchanger with an efficiency of ηh and the circulating 

medium transport Qin from other side of the heat exchanger to the TES. In the charging 

stage of the TES, Qin is the heat that enters the TES after passing through the heat 

exchanger, , then Qin is calculated  as: 

Qin = Q ηh (6.28) 

The heat loss from the TES to the ambient in the charging stage, Qloss.c, is: 

Qloss.c = UA (Tc – T0) tc  (6.29) 

where U represents the overall heat transfer coefficient of the TES, A is the surface of the 

TES that exchanges heat to the environment, and tc stands for the time the charging 

period. In general:  

UA = 
 

 
 (6.30) 

where, R is the total resistance of the TES. However, R is defined differently depending 

on the TES ambient, which dictates the method of heat transfer from the TES to the 

environment. This can be categorized as follows: 
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(a) Material flow diagram 
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(b) Heat flow diagram 

Figure 6.3: The general grid configuration mass flow (a) and heat flow (b) of n TESs in m similar 

rows (n m TESs)  
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Figure 6.4: Energy flow in one open system TES with sensible heat in charging stage coupled with a 

heat exchanger 

 

 

 Above-ground TES: In this condition heat transfer from the TES media is to the 

wall and to the air (ambient of TES). There is a convection heat transfer from the 

TES media to the wall, then a conduction heat transfer through the TES wall, and 

finally another convection heat transfer to the air. In this situation, R is written: 

R = Rin.conv + Rwall.cond + Rout.conv (6.31) 

 Under-ground TES: When the TES is under the ground it is exposed to the soil 

which means heat transfer from wall to the ambient is through conduction. 

Therefore, in this condition R is defined as follows: 

R = Rin.conv + Rwall.cond + Rout.cond (6.32) 

Finding Rwall.cond depends on the type of insulation layers of the wall and the 

physical shape of the TES. Hence, Rwall.cond is varies case by case. Rout.cond expresses the 

conductivity of the soil around the TES. 
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Equations (6.31) and (6.32) can be differently written depends on actual project by 

considering storing medium and surrounding area of TES(s). If portion of the TES is out 

above-ground, for that portion of the TES equation (6.31) is used to calculate R.  

Replacing equations (6.3), (6.28) and (6.29) in equation (6.2) offers: 

Q ηh = UA (Tc – T0) tc + M cp (Tc –Ti) (6.33) 

In this equation, as it was assumed, all parameters are known except Tc (TES 

temperature at the final charge). By rearranging equation (6.33), Tc is calculated by: 

Tc = 

(                       

          
 (6.34) 

Temperature of the TES in the charging stage is determined by using equation 

(6.34) and in SI system Tc is in K. By having Tc, energy stored in the TES is developed by 

substituting equation (6.34) into equation (6.3) as follows: 

Qc = Mcp [ 
(                       

             
 – Ti] 

Qc = Mcp  
            (      

             
  (6.35) 

Here, factor of Kc, which is a function of charging time (tc) for the charging stage is 

introduced as follows: 

Kc = 
     

   
 (6.36) 

Kc is non-dimensional factor. Substituting Kc in equations (6.34) and (6.35) results Tc and 

Qc:  

Tc = 

    
   

            

     
  (6.37) 
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Ec = 
           (       

     
  (6.38) 

Figure 6.2 depicts the TES in the discharging stage. During the discharging stage, 

heat storage releases stored energy to the DE system. In this stage the initial temperature 

of the TES is Tc, which was developed in the previous section. The final temperature of 

the TES is Td, which is derived in this section. Moreover, developed energy released to 

the DE system by the TES is Qout.  

The heat loss, Qloss.d, by the TES during the discharging stage is: 

Qloss-d = UA (Td – T0) td (6.39) 

where td stands for the discharging time. 

At this point, substituting equations (6.3), (6.14), (6.39), in equation (6.13), gives 

the following: 

M cp (Tc –Ti) = UA (Td – T0) td + M cp (Tc – Td) 

After simplifying the discharging temperature (Td) of the TES is developed by: 

Td = 
               

          
 (6.40) 

Similar to Kc for the charging stage, for the discharging stage the non-dimensional factor 

of Kd as a function of discharging time (td) is introduced as: 

Kd = 
     

   
 (6.41) 

The outcome of substituting Kd in equation (6.40) is: 

Td = 
         

   –  
 (6.42) 
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By having Td energy released to the DE system is developed by expanding 

equations (6.37) and (6.42) into equation (6.14): 

Qout =     ( 

    
   

            

     
  

         

   –  
   (6.43) 

Note: Qin stands for Q ηh. 

After developing discharged energy, it is possible to estimate the energy 

efficiency of the TES, ηTES, by substituting equation (6.43) into equation (6.25). 

ηTES = 
    

    
  

    

    
 (6.44) 

In addition, the energy efficiency equation of one unit of TES is rearranged as the 

following: 

Qout = Q ηh ηTES  (6.45) 

Substituting equations (6.6) and (6.18) into equation (6.27) yields following 

equation for the exergy efficiency of one unit of TES: 

ΨTES = 
     

    
 = 

   

  

           (         

          (        
 (6.51) 

Equation (6.51) shows detail of recovered exergy by the TES divided by the detail of 

input energy to the TES results in exergy efficiency of the TES. 

6.3.2. Parallel Configuration  

Figure 6.5 shows the simplest parallel configuration of TESs which consist of two TES. 

In the parallel configuration two heat storages are independent from each other. Two units 

of the TES only share the energy source. Two heat storages in parallel configuration can 

have different storing media with different properties (cp1 and cp2). They can also have 

different sizes (M1 and M2). The TES can start storing heat at various initial temperatures 

(Ti1 and Ti2). Thus, every energy storage releases a different amount of heat at various 

temperatures to the next energy user system. This means Qout1 and Qout2 are not equal; 
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similarly, Td1 and Td2 are also different. The storing media of each TESs circulate in the 

heat exchanger and transport energy to related TESs. Discharging energy of each TESs to 

the energy user system(s) is also performed by circulating the related storing medium 

TESs during discharge stage. Performance of TES1 is function of its property and 

independent from TES2 and vice versa.  

 

Figure 6.5: Energy flow in the parallel configuration of two TESs 

In this configuration, the heat (Q) originally enters the heat exchanger with 

efficiency of ηh, and in the form of Qin1 and Qin2, enters TES1 and TES2. Then: 

Q ηh = Qin1 + Qin2 (6.52) 

Equation (6.43) can be used to determine outlet energy for TES1 (Qout1) as follows:  

Qout1 =       ( 

     
     

              

      
  

           

    –  
   (6.53) 
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where similar to (6.36) and (6.41), Kc1 and Kd1 are defined for the charging and 

discharging of TES1 as follow: 

Kc1 = 
       

     
 (6.54)  

Kd1 = 
       

     
  (6.55) 

In the same way, energy outlet for TES2 (Qout2) is developed: 

Qout2 =       ( 

     
     

              

      
  

           

    –  
   (6.56) 

Similarly for TES2 in charging and discharging Kc2 and Kd2 are yield: 

Kc2 = 
       

     
 (6.57)  

Kd2 = 
       

     
 (6.58) 

By using (6.42), the discharge temperature of TES1 and TES2 is determined as:  

Td1 = 
           

    –  
 (6.59) 

Td2 = 
           

    –  
 (6.60) 

It is assumed that TES1 and TES2 are in the same ambient in the parallel configuration 

although T0 is the same for both. If TES1 and TES2 are in different ambient, then T0 for 

each TES is distinguished. 

By following energy efficiency equation of the TES, equation (6.25), energy 

efficiency of the parallel configuration is defined as: 
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ηTES = 
∑    

∑   
  

             

          
 (6.61) 

By considering equation (6.52), the above equation is rewritten: 

ηTES = 
             

    
 (6.62) 

where Qout1 and Qout2 are obtained from equations (6.53) and (6.56). Similarly, efficiency 

equation of the parallel TESs gives another equation form as: 

Qout1 + Qout2 = Q ηh ηTES (6.63) 

This form will be discussed later in this chapter. 

Exergy efficiency is then defined by referring to equation (6.28), while equations 

(6.6) and (6.18) are expanded for the parallel configuration and replaced as follows: 

ΨTES = 
∑     

∑    
 = 

               

            
 (6.64) 

Equation (6.64) shows the expanded exergy recovered by both TESs divided by the input 

exergy into both TESs results in exergy efficiency of both TESs as a set. 

6.3.4. Serial Configuration  

The simplest serial configuration are consists of two TESs as depicted in the Figure 6.6. 

In the serial configuration of the two TESs, TES1 with mass of M1, storing capacity of cp1, 

at initial temperature of Ti1 and discharge temperature of Td1 and TES2 (M2, cp2, Ti2, and 

Td2) are connected. Both TESs are assumed in fully mixed condition. The configuration 

can be expanded for stratified in the future work. Circulating medium in TES1 transports 

energy (Qin1) to TES1 after passing through heat exchanger. TES1 discharges Qout1 at 

temperature of Td1. The discharged energy of TES1 enters TES2 as inlet energy (Qin2). 

This is written when the heat loss of pipe is neglected: 

Qout1 = Qin2  (6.65) 
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TES2 discharges Qout2 at temperature of Td2 to the next energy user system. Two 

TES can be different in size and initial temperatures. If there is another heat exchanger 

between the two TESs, the storing media in the TESs can be different, otherwise the 

storing media is the same; thus, cp1 = cp2 = cp. 

 

Figure 6.6: Energy flow in the serial configuration of two TESs 

 

In the serial configuration shown in Figure 6.6, the heat Q has the following 

relationship with Qin1: 

Qin1 = Q ηh  (6.66) 

Applying equation (6.43) for outlet energy of TES1 (Qout1) yield: 

Qout1 =      ( 

    
    

              

      
  

           

    –  
   (6.67) 

where similar to (6.36) and (6.41), Kc1 and Kd1 are defined for the charging and 

discharging of TES1 as follow: 

Kc1 = 
       

    
 (6.68)  

Kd1 = 
       

    
 (6.69) 
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Similarly for TES2, to find Qout2 equation (6.43) is applied as follows: 

Qout2 =      ( 

    
    

              

      
  

      –    

    –  
 ) 

In serial configuration the outlet of TES1 is the inlet of TES2, thus replacing 

equation (6.65) in the above equation gives: 

Qout2 =      ( 

     
    

              

      
  

      –    

    –  
 ) (6.70) 

As justified for Kc1 and Kd1 for TES1, Kc2 and Kd2 are defined for TES2 as follows: 

Kc2 = 
       

    
 (6.71)  

Kd2 = 
       

    
 (6.72) 

A more detail equation can be obtained by substituting equation (6.67) for Qout1 in 

equation (6.70). Furthermore, in serial configuration of the TESs, Qout2 is a function of 

Qout1: 

Qout2 = f (Qout1) (6.73) 

Moreover,  

Qout2 = M2cp (Td2 – Ti2) (6.74) 

To find discharge temperature of TES2, equation (6.74) is rearranged as: 

Td2 = 
     

    
      

In the above equation, Qout2 can be replaced with equation (6.70) as follows: 
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Td2 = ( 

     
    

              

      
  

      –    

    –  
 )      (6.75) 

Here, the energy efficiency of the serial configuration of TES1 and TES2 is developed by 

expanding (6.25). It should be considered that the inlet energy to both TESs is only 

through TES1 and discharged energy by both TESs is only by TES2. Consequently, the 

energy efficiency equation of two serial TESs is: 

ηTES =
∑    

∑   
  

     

    
 (6.76) 

Qout2 and Qin1 are found from equations (6.70) and (6.66). 

Furthermore, equation (6.76) can be rewritten as follows, by substituting Qin1 from 

equation (6.66): 

ηTES = 

     

    
 

Thus, 

 Qout2 = Q ηh ηTES (6.77) 

This equation will be discussed later in this chapter. 

Exergy efficiency is defined by referring to equation (6.28), where in the serial 

configuration of two TESs inlet exergy is only through TES1 and recovered exergy is only 

by TES2. Therefore exergy efficiency of two serial TESs is: 

ΨTES = 
∑     

∑    
 = 

      

     
 (6.78) 

Equation (6.78) demonstrates expanded recovered exergy by two serial TESs divided to 

the input exergy to the serial set of the TESs results in exergy efficiency of the set of the 

TESs. 



108 

 

6.3.5. Grid Configuration  

The simplest combination of TESs is made of two TESs in form of either serial or 

parallel. Combining these two simplest form of serial and parallel results in 2 2 

compound configuration. Figure 6.7 depicts two rows of two serial TESs, which are 

connected in parallel. The compound configuration holds specifications of both serial and 

parallel configuration. In the first row, TES1,1 and TES1,2 are serially connected, they hold 

the serial configuration characteristics; they have different sizes and initial temperatures. 

TES1,1 and TES1,2 with a storing medium mass of M1,1, M1,2, an initial temperature of Ti1,1, 

Ti1,2, and a specific heat capacity of cp1 are connected. First TES1,1 charges by Qin1,1 

through circulating medium inside of heat exchanger. The discharge heat of TES1,1 

(Qout1,1) transports to TES1,2 as the inlet energy (Qin1,2) by the storing medium. The 

discharge energy of TES1,2 (Qout1,2) is the discharge energy to the next energy consumer 

system by the first row of TESs. In the second row TES2,1 and TES2,2, with M2,1, M2,2, 

Ti2,1, Ti2,2, cp2 are defined, and the similar scenario as the first row occurs. Qout2,2 is outlet 

energy of TES2,2, which is the discharge energy from the second row of TESs to the next 

energy consumer system. It should be clarified that in the shown model in Figure 6.7, 

TESs are connected in the serial configuration in each row. TESs in the first row are not 

connected with TESs in the second row. 

Inheritance conditions from the serial TESs configuration are: 

Qout1,1 = Qin1,2 (6.79) 

Qout2,1 = Qin2,2 (6.80) 

The other equation comes from the parallel configuration condition as follow: 

Q ηh = Qin1,1 + Qin2,1 (6.81) 

By using equation (6.70), energy released from the TES1,2 is determined as: 

Qout1,2 =         ( 

       
       

                  

        
  

        –       

      –  
 ) (6.82) 



109 

 

 

 

Figure 6.7: Energy flow in a grid configuration of four (2 2) TESs  

 

where for the charging and discharging stage of TES1,2, Kc1,2 and Kd1,2 define as follows: 

 

Kc1,2 = 
             

       
 (6.83)  

and 

Kd1,2 = 
             

       
 (6.84) 

In equation (6.82) Qout1,1 is similarly determined for TES1,1, by considering 

equation (6.43), which is developed as: 
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Qout1,1 =         ( 

       
       

                  

        
  

        –       

      –  
 ) (6.85) 

where Kc1,1 and Kd1,1 are defined for charging and discharging stages of TES1,1 as follows: 

Kc1,1 = 
             

       
 (6.86)  

and  

Kd1,1 = 
             

       
 (6.87) 

The following equation is developed by using equation (6.70), for the outlet energy of 

TES2,2:  

Qout2,2 =          ( 

       
       

                  

        
  

        –       

      –  
 ) (6.88) 

where  

Kc2,2 = 
             

        
 (6.89)  

and  

Kd2,2 = 
             

        
 (6.90) 

In equation (6.88), Qout2,1 needs to be determined. Applying equation (6.43) helps 

to develop outlet energy of TES2,1: 

Qout2,1 =          ( 

       
       

                  

        
  

        –       

      –  
 )  (6.91) 
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Kc2,1 = 
             

        
 (6.92)  

Kd2,1 = 
             

        
 (6.93) 

By applying equation (6.75), the discharge temperatures of TES1,2 and TES2,2 are 

developed as follows: 

Td1,2 = ( 

       
       

                  

        
  

        –      

      –  
 )        (6.94) 

Td2,2 = ( 

       
       

                  

        
  

        –      

      –  
 )        (6.95) 

The energy efficiency for compound configuration of 2 2 TESs is defined by 

considering that the outlet energy from the set of TESs is only from, TES1,2 and TES2,2 

while the inlet energy is only through TES1,1 and TES1,2. Therefore, energy efficiency for 

four compounds TESs is: 

ηTES = 
                 

              
 (6.96) 

Supplying equations (6.81), (6.82), and (6.88) in equation (6.96) results the value 

of ηTES. In another approach to check the impact of the heat exchanger on efficiency of 

the set of TESs, only equation (6.81) is substituted in equation (6.96). Thus: 

(Qout1,2 + Qout2,2) = Q ηh ηTES (6.97) 

This form of the equation will be discussed later in this chapter. 

Similar to explanation for energy efficiency, outlet exergy is only from TES1,2 and 

TES2,2 while the inlet exergy is only by TES1,1 and TES1,2. The exergy efficiency is then 

defined by referring to equation (6.28), while equations (6.6) and (6.18) are expanded for 

the compound configuration and replaced as follows: 
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ΨTES = 
∑     

∑    
 = 

                   

                
  (6.98) 

6.3.6. General Grid Configuration  

Figure 6.8 depicts a general grid configuration of m rows in which n TESs are serially 

connected. In a general grid approach, m n heat storages are considered to store heat. 

Developing such a system covers many possible configuration of the TESs. Developing 

m n heat storages mathematically are possible and support many configuration of the 

TESs. It should be explained that in the general grid configuration TESs model, shown in 

Figure 6.8, TESs are connected in the serial configurations in each rows. There is no 

cross-row connection for TESs in different rows. The cross-row connection can be the 

future study of the TESs configurations. The general grid configuration holds 

specifications of both serial and parallel configuration. The TESs and are serially 

connected in each rows, they hold the serial configuration characteristics. Consequently, 

TESs in a row have different sizes and initial temperatures but the same storing medium. 

In each row, first TESm,1 charges by Qin.m,1 through circulating medium inside of heat 

exchanger. The discharge heat of TES1,n (Qout.m,1) transports to TESm,2 as the inlet energy 

(Qin.m,2) by the storing medium. The discharge energy of TESm,2 (Qout.m,2) is the discharge 

energy to TESm,3. In a general format the outlet energy of each TES is the inlet energy for 

the next TES in the row, when heat loss in transporting pipes and valves are neglected. 

The TESs in the different rows are totally independent, therefore, they can have various 

sizes, storing media, and initial temperatures. 

In the general format for the proposed configuration of the TESs in Figure 6.8 the 

following equation is developed for the first TES in each row: 

Q ηh = ∑        
 
    (6.99)  

As explained earlier, when heat loss of pipes and valves are neglected, the outlet 

energy of each TES is inlet energy for the next TES in each row of the serial connection 

of the TESs. This can be written as:  

Qout.u,v-1 = Qin.u,v  when  u ≥ 1 and v ≥ 2 (6.100 
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Figure 6.8: Energy flow in general grid configuration of m rows of n (m n) TESs 
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By considering equations (6.43), (6.53), (6.56) (6.67), (6.70), (6.82), (6.85), 

(6.88), and (6.91) in a general format the value of recovered heat for any TES (Qout.u,v) in 

general grid compound configuration is: 

Qout-u,v =           ( 

         
        

                     

         
  

         –        

       –  
 )  

for  u ≥ 1 and v ≥ 2  (6.101) 

Kc.u,v and Kd.u,v , the charging and discharging factors are developed by following the 

format of (6.36), (6.41), (6.54), (6.55), (6.57), (6.58), (6.68), (6.69), (6.71), (6.72), (6.83), 

(6.84), (6.86), (6.87), (6.89), (6.90), (6.92), (6.93): 

Kc.u,v = 
                

          
  for  u,v ≥ 1 (6.102)  

Kd.u,v = 
                

          
  for  u,v ≥ 1 (6.103) 

By considering the pattern of discharge temperature in previous configurations, 

the discharge temperature of the TES, in general format is: 

Td.u,v = ( 

           
        

                      

          
  

          –        

        –  
)           (6.104) 

Energy enters the set of TESs through the first TES of every serial row; and 

recovered energy exit the set of TESs from the last TES in each serial row. Thus, energy 

efficiency of a compound TESs is determined as: 

ηTES = 
∑         

 
   

∑        
 
   

 (6.105) 

where n shows number of TES in each row and m presents the last TES in each the row. 



115 

 

By substituting equation (6.99) in the above equation, energy efficiency is 

calculated by: 

ηTES =
∑         

 
   

    
 (6.106) 

The above equation can be rewritten as: 

∑         
 
    = Q ηh ηTES  (6.107) 

This equation shows that the energy released to the system by any configuration 

of energy storages is equal to the original heat multiply by heat exchanger efficiency and 

overall thermal energy storages efficiency. This format was also followed in equation 

(6.45) for one TES, equation (6.63) for two parallel TESs, equation (6.77) for two serial 

TESs, and equation (6.97) for four grids TESs. 

Exergy enters to the set of TESs through the first TES of every serial line; and 

recovered exergy exit the set of TESs from the last TES in each serial row. Similar to the 

energy analysis, by following the pattern for the exergy efficiency equation in previous 

configurations, the exergy efficiency in general format for the comprehensive compound 

configuration yields as follows: 

ΨTES = 
∑     

∑    
 = 

∑          
 
   

∑         
 
   

 (6.108) 

Equation (6.108) demonstrates the recovered exergy by set of the TESs divided by exergy 

input to the set of the TESs results in exergy efficiency of the set of the TESs. 

6.3.7. Discussion 

In the parallel configuration, TESs can perform independently in every row. This means 

that the TESs can have different storage media type and size. There is no restriction for 

initial temperature of the TES. Practically serial TESs are suitable to use in the system 

with energy resources, depend on the amount of available heat TESs can be applied by 

the thermal system. Beside different type of TESs can be used in parallel configurations. 
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Depend on budget and market availability various type of TESs can be charged by one 

source of energy. 

In the series configuration, the situation is different because the TES are 

connected directly or indirectly through a heat exchanger.  

 If there is no heat exchanger between the TESs, the storing media in the TESs has 

to be the same, because the outlet of one TES is the inlet of the next one in the 

line. (Qout.u,v-1 = Qin.u,v  when u ≥ 1 and v ≥ 2) 

 The initial temperature of the second TES must be smaller than the discharge 

temperature of the first TES (Td1 > Ti2). In general format the medium flow 

condition in the TESs in each row in is Td.u,v > Ti.u,v+1.  

 There is no size restriction of the TESs in the series configuration. 

In actual projects having multiple TESs n serial configurations is accommodating for the 

thermal system which needs heat with different temperature, since temperature in serial 

TESs are different (decrease from the first one in the row toward the last TES). 

Furthermore, time is another important feature in the serial configuration of TESs, so 

when for some particular timing, serial configuration is beneficial.  

Compound configuration is composed of inherit features of series and parallel 

configurations. This means that: 

 TESs in every row are independent from the other rows.  

 In each line, circulating media is the same when there is no heat exchanger 

between the TESs in the line.  

Comparing efficiency equations, equation (6.107) for compound configuration 

with equation (6.45) for one TES, equation (6.63) for two parallel TES, equation (6.77) 

for two serial TES, and equation (6.97) for four compound TES, leads to a pattern. As a 

result, the energy released to the system by any configuration of energy storages is equal 

to the original heat time heat exchanger efficiency and overall thermal energy storages 

efficiency. In a general form ∑         
 
    = Q ηh ηTES . 
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The derived equations are for fully mixed condition, they can be expanded to 

stratified conditions. Apply stratification is project oriented and depends on size TES and 

number of stratifications in the TES. 

6.4. Thermal Energy Storage Instant Time Analysis  

The goal of this chapter is analyzing the TESs. In the previous section the TES was 

analyzed over the charging and discharging stages. The charging and discharging energy 

were considered in the whole periods of charging and discharging. In this section the TES 

is analyzed in the every instant time of the charging and discharging. In Chapter 3, 

various studies regarding TES performance were cited. In summary, the approaches for 

those studies of TES performance can be categorized mainly through second law, 

partially through first law of thermodynamics, energy, and exergy analysis. The analyses 

were done either analytically or by CFD methods. Here, the TES is investigated by focus 

on the first law of thermodynamics combined with heat transfer analysis on an open 

system [166]. Similarly, the modeling of the TES is slightly different from the earlier 

models which were for a closed system. The model in the present study categorizes as 

direct contact since storing medium circulates and receives heat through a heat exchanger. 

Here, while in other studies by Bejan [99, 101]and Krane [100], model is indirect contact, 

source of heat is hot gas, which passes through a liquid bath. The TES is examined in 

transient condition in the charging and discharging stage when heat flow of the charging 

and discharging are used instead of charging and discharging energy. By outcome of this 

study the charging and discharging energy at any instant time during the operation can be 

monitored. The charging and discharging temperature functions, the charging and the 

discharging energy flow functions, and the function of one performance cycle of the TES 

will be established. The various factors of the functions’, which affect the charging and 

discharging temperatures, are examined in Chapter 8 to provide insight of the TES 

behaviour. The analysis takes place by investigating the TES in the charging stage then 

carrying on to the discharging stage. 
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6.4.1. Thermal Energy Storage Charging Analysis 

Figure 6.9 shows the TES during the charging period in a transient condition. It is 

assumed that TES is an open system, fully mixed, with initial temperature of Ti, storing 

medium mass of M and heat capacity of cp. Through circulating storing medium with 

mass flow of   ̇  energy flow rate of   ̇ enters to the TES during the charging stage. 

There is heat loss flow of  ̇loss.c during charging by the TES, other heat losses by pipes 

and valves are neglected. During the charging stage, energy is stored in the TES until the 

heat capacity of the TES is full.  

 

Figure 6.9: Mass flow diagram (left) and energy flow diagram (right) for the TES in the charging 

stage 

 

The energy flow rate balance, depicted for the TES in Figure 6.9, is written as 

follows: 

 ̇in =  ̇loss.c +   ̇ (6.109) 

where  ̇in is the inlet heat flow rate,  ̇loss-c represents heat loss rate and equals UA(Tc – 

T0), where Tc is the charging temperature of the TES.   ̇ denotes charging heat flow rate 

and equals M cp 
   

  
 because the mass flow rate into and from the TES (  ̇ ) is equal, the 

mass of the storing medium (M) in the TES is constant and cp is approximately constant; 

then the only variable is temperature of the TES (Tc), which changes with time. Since Tc 

is unknown, it is written as xT until it is defined with known parameters,. Equation (6.14) 

can be expanded as follows: 
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 ̇in = UA (xT – T0) + M cp 

   

  
 (6.110) 

Equation (6.110) can be rearranged as: 

dt = 
       

 ̇      (      
 

and integrated as follows: 

∫   
  

 
 =∫

    

 ̇       (      

  

  
dxT 

Integrating both sides of the above differential equation gives: 

tc = –
   

  
 ln [ ̇in -    (     )] + c (6.111) 

Here, c can be found by applying the boundary condition of       at t = 0. Then, 

c = 
   

  
 ln [  ̇in -    (     )]  (6.112) 

By equation (6.112) into equation (6.111) and simplifying the statement, the final 

function of time in term of temperature in the charging stage, tc = f (Tc), is developed as: 

tc = 
   

  
 ln 

  ̇       (        

  ̇       (        
 (6.113) 

The above developed equation can also be converted to the function of the 

temperature in terms of time by some algebraic work. Hence Tc = f (tc) can be expressed 

as: 

Tc = 
 ̇  

  
 – [ 

 ̇  

  
 – (      ] 

  
  

   
  

 + T0 (6.114) 

Therefore, the temperature of the TES in any given time during the charging stage can be 

developed by using this equation. The temperature term in equation (6.114) can be 
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substituted in equation (6.3) to calculate the charged energy in any instant during the 

charging stage. Thus, Qc = f (Tc) is developed as follows: 

Qc = 
   

  
  ̇in (1-  

  
  

   
  

) + 
(      

   
 (1-  

  
  

   
  

) (6.115) 

For the TES, trend of the charging function is very similar to the charging 

temperature function, because equations (6.114) and (6.115) are both exponential 

equations. 

6.4.2. Thermal Energy Storage Discharging Analysis  

For the discharging stage of the TES, the charged energy is released to the DE system, or 

any other system that consumes heat. The energy flow rate of the released heat is  ̇out. 

Figure 6.10 shows the discharge stage. 

 

Figure 6.10: Mass flow rate (left) and heat flow rate (right) for the TES in the discharging stage 

 

Figure 6.10 is comparable with Figure 6.2; the difference is that Figure 6.10 

demonstrates the heat flow in the discharging stage of the TES. The energy flow rate 

balance for the discharging stage of the TES is written as: 

 ̇out = ̇c -  ̇loss.d (6.116) 

Here,  ̇out denotes the recovered heat flow rate and  ̇loss.d denotes heat loss rate for the 

discharging stage. The latter term is equal to UA (Td – T0) where Td represents the 
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discharge temperature and it is unknown, though it is written as xT until it can be defined 

by known parameters. Also,  ̇c denotes changes of the temperature with time, which can 

be written, as explained earlier, as Mcp 
   

  
. Substituting the equivalents in equation 

(6.116) results in:  

 ̇out = Mcp 
   

  
 + UA (xT – T0) (6.117) 

dt = 
        

 ̇        (      
 

or, with integration, 

∫   
  

 
=∫

     

 ̇         (      

  

  
 dxT  

Integrating both sides of the above differential equation the discharging time 

function is found to be: 

td = - 
   

  
 [ ln (Td – T0) + ̇out ] + c (6.118) 

To find c, the boundary condition of           when t = 0 is substituted in 

equation (6.118). Thus, c is calculated by the below equation. 

c = ln (  ̇in +  ̇out ) (6.119) 

Replacing equation (6.119) by equation (6.118) gives the final function for the 

discharging period of the TES: 

td = 
   

  
 ln ( 

  (   –   )   ̇   

 ̇     ̇   
 ) (6.120) 

The discharging temperature function is found to be: 

Td = (  ̇in +  ̇out ) 
 

  
  
   

  

  
 – 

 ̇   

  
 + T0 (6.121) 
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At this point, by having the Td value, the discharging function of the TES can be 

derived by using equation (6.14), where equation (6.116) is replacing Tc and equation 

(6.123) is substituting for Td. After simplifying, the final outcome is: 

Qout = 
   

  
 (  ̇in +  ̇out ) (1-  

  
  

   
  

 )  (6.122) 

Equation (6.122) demonstrates the value of the outlet energy by the TES, which is a 

function of the input and output energy flow rate, discharging time, and 
   

  
. 

6.5. Closing Remarks 

Characteristics of various configurations of the TES are developed as functions of known 

properties. Various configurations of the TES are series, parallel, and compound 

configurations. Developed functions are as follows: 

 Discharge temperature of the TES (Td.u,v); 

 Discharge energy of the TES (Qout.u,v); 

 Energy efficiency of the TES (ηTES); 

 Exergy efficiency of the TES (ΨTES). 

The results of the developing functions are interpreted as: 

 In the parallel configuration, the TESs are totally independent in each row 

with different properties.  

 In the series configuration, if there is no heat exchanger between the TESs, 

the storing media has to be the same, because the outlet of one TES is the 

inlet of the next one in the line. Moreover, when the discharge temperature 

of the TES is higher than the initial temperature of the TES, the flow of 

energy starts (Td1 > Ti2). 

 In the compound configuration, every TESs in every row is independent 

from other rows. However, in each line, circulating media is the same when 

there is no heat exchanger between the TESs in the line. Furthermore, the 
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flow condition of the circulating media is applied to the TES in each line 

(Td.u,v > Ti.u,v+1). 

 The total input energy to TES(s) in any configuration is equal to the product 

of initial energy by efficiency of the heat exchanger by efficiency of the set 

of the TES (∑         
 
    = Q ηh ηTES ). 
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Chapter 7: ANALYSIS OF DISTRICT ENERGY 

SYSTEMS ASSISTED WITH THERMAL 

ENERGY STORAGE  

7.1. Introduction 

In Chapter 5 the district energy (DE) system was examined consistently with four 

common sources of energy from point of technology, environment impact, and economic. 

The goal in Chapter 5 was to determine the character of the technology used by energy 

suppliers for a DE system. The character is defined in the form of energy, exergy, and 

financial characteristics, as well as the CO2 emission indicator of environment impact. In 

Chapter 6, the thermal energy storage TES(s) were investigated from different aspects; 

one major aspect was various configurations of the TESs. Various configurations of the 

TES were developed as functions of the TES properties. One of the developed functions 

was discharge energy of the TES in various configurations, which is used in this chapter 

as supply energy for the DE system. In this chapter, the DE systems and TESs are 

combined together while the TESs have liberty to have different configurations. The DE 

systems assisted with the TESs are analyzed in this chapter for energy, exergy, 

environment, and economic. The Enviro-Economic Function is also modified for the 

integrated TES and DE system.  

7.2. Integrated Thermal Energy Storage and District Energy Systems 

Analysis 

As mentioned in Chapter 3, TESs usually play the role of a complementary system in DE 

system plants, which improve the performance. TES can be integrated with DE system. 

There are several DE system which are assisted with TES like Friedrichshafen DE system 

and Eggenstein-Leopoldshafen DE system in Germany. The Drake land solar community 

in Canada is the example of DE system with TESs, which is not connected together. It is 

proposing here multiple TESs can be used in the DE system as a set in replacement of a 
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larger TES. Parallel to this suggestion several TESs can be used independently in 

different part of the DE system without any particular configuration as a set. This 

situation is very project oriented and depends on position of the TESs in the DE system 

should be assessed. However the first situation (connected TESs) can be generalized and 

analyzed under the scope of this study. Multiple TESs with various configurations which 

are integrated with the DE systems will be assessed in the following paragraphs. In this 

study, Figures 7.1 - 7.5 display some configurations that the DE system is assisted with 

the TES(s). With multiple TESs configuration, several types of TESs can be defined, 

depend on the project circumstances. For example for an urban DE system which is 

usually populated and lands are either very expensive or inaccessible, having several 

smaller TESs instead on of large TES is more practical, even though multiple TESs can 

be different types, like one underground TES and one above the ground tank storage. The 

combination of the DE system with the TES(s) can have other configurations, which are 

very application dependent. Here, more investigation about the integrated TES and DE 

system is performed to determine more detail of the combined systems. The span of the 

analysis in this study covers energy, exergy, environment, economic, and Enviro-

Economic Function.  

7.2.1. Energy and Exergy Analysis of District Energy System Assisted with 

One Thermal Energy Storage 

The energy and exergy of the DE system were analyzed in Chapter 5. This section 

presents how one TES in the DE system recovers part of the energy from other sources of 

energy. Figure 7.1 shows one layout of a TES coupled with the DE system. In that layout 

there are m energy suppliers that provide energy directly for the DE heat plant. There are 

n heat suppliers which dump their energy into the TES. There are p sources of energy that 

have capabilities to deposit some energy into the TES and some energy directly to the 

heat plant of the DE system. The TES can satisfy part of the energy demand in the DE 

system. However, TES is not the energy supplier. Processed energy in the heat plant get 

distributed through the thermal network to the n consumers. By considering this 

explanation, equation (5.1) can be expanded for the integrated TES and DE system in a 

general form as: 
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∑ Esup + Qout = ∑ Edem + ∑ Eloss (7.1) 

Qout represents the discharge energy by the TES, which is derived in Chapter 6 for various 

configurations of the TESs.When there is only one TES in the DE system, equation (7.1) 

can be expanded by equation (6.43) for Qout as follows: 

∑ Esup +     ( 

    
   

            

     
  

         

   –  
  = ∑ Edem + ∑ Eloss (7.2) 

M, cp, Q, ƞh, Kc, Kd, Ti, and T0 are properties of the TES and were introduced in 

Chapter 6.  

The energy efficiency for the DE system was introduced in equation (5.5). Here 

by adding one TES to the DE system, that equation is expanded. 

  = 
∑    

∑          
 (7.3) 

By substituting equation (6.43) for Qout into the above equation, the energy efficiency is 

found to be: 

   = 
∑    

∑          ( 

    
   

            

     
  

         
   –  

  

 (7.4) 

This format of the DE system energy efficiency shows the relationship of the efficiency 

with properties of the TES.  

The energy efficiency, equation (7.3), is also modified by replacing equation 

(6.45) for Qout as follows: 

  = 
∑    

∑               
 (7.5) 

This format of the DE system energy efficiency displays the connection of the 

efficiency with energy resources and energy supply to the TES and its efficiency as well 

as the efficiency of the TES. Correspondingly, the exergy balance for a typical DE system 
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was defined in equation (5.6), by adding a TES to the system so that the equation 

modified as: 

∑ Exsup + Exrec = ∑ Exdem + ∑ Exdes (7.6) 

Exsup, Exdem, and Exdes were introduced in Chapter 5, and Exrec stands for 

recovered exergy by the TES, which was already derived by equation (6.18) in Chapter 6. 

Hence, equation (6.18) is expanded into the above equation, and the result would be: 

∑ Exsup + md [hout – hr – T0 (sout – sr)]= ∑ Exdem + ∑ Exdes (7.7) 

md, hout, hr, T0, sout, and sr are specifications of the TES, and were introduced in Chapter 6.  

The exergy efficiency of the DE system joined with one TES would also be the 

modification of equation (5.12) as follow: 

  
∑     

∑            
 (7.8) 

As explained in Chapter 5, the calculation of ∑      depends on the type of the source 

of energy. Various methods of computing       are suggested in Chapter 5 through 

equations (5.7) to (5.9). The method of calculating       is also expressed by equation 

(5.10). 

  
∑     

∑            
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Figure 7.2: A general model of the DE system with multiple sources of energy integrated with the 

TES  
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7.2.2. Energy and Exergy Analysis of District Energy System Integrated with 

Parallel Thermal Energy Storages 

Figure 7.2 displays a general layout of the DE system with two parallel TESs. In 

some designs, two or more TESs in parallel configuration store energy independently and 

later releases that energy to the DE system. Here, two parallel TESs are assumed to be 

integrated with the DE system. The mechanism is the same as previous section, only 

surplus energy has capability to be stored in two different TESs 

. The energy balance for the DE system assisted with two parallel TESs can be 

obtained as a modified form of equation (7.1) as follows: 

∑ Esup + ∑ Qout = ∑ Edem + ∑ Eloss  

∑ Qout is the summation of the released energy by each TES into the DE system, which 

was developed in Chapter 6 as Qout1 and Qout2. In consequence, the above equation is 

written as: 

∑ Esup + Qout1 + Qout2 = ∑ Edem + ∑ Eloss (7.10) 

Equations (6.53) and (6.56) are equivalents for Qout1 and Qout2; thus, by replacing 

them in the above equation more detailed energy balance can be obtained for the DE 

system with two parallel TESs as follow: 

∑Esup+      ( 

     
     

              

      
  

           

    –  
  +      ( 

     
     

              

      
  

           

    –  
   

= ∑ Edem +∑ Eloss (7.11) 

Equation (7.11) shows energy balance of the DE system in terms of TESs properties. 

The energy efficiency of the DE system with two parallel TESs is obtained by 

expanding equation (7.3). 
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Figure 7.3: A general model of the DE system with multiple sources of energy integrated with the two 

parallel TESs 
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  = 
∑    

∑                   
 (7.12) 

Replacing equations (6.53) and (6.56) for Qout1 and Qout2 results in more detailed energy 

efficiency, which demonstrates the relationship of the DE system efficiency with 

properties of the TESs. 

The above equation is reorganized, to show the relationship of the DE system 

efficiency with heat supply to the TESs, Qout1 + Qout2 is replaced by equation (6.63) as: 

  = 
∑    

∑               
 (7.13) 

The exergy balance of the DE system with two parallel TESs is developed by 

modifying equation (7.6) as follows: 

∑ Exsup + ∑Exrec= ∑ Exdem + ∑ Exdes   

where ∑ExTES stands for total recovered exergy by both TESs in parallel configurations. 

Therefore exergy balance for the DE system integrated with two parallel TESs is: 

∑ Exsup + Exrec1 + Exrec2= ∑ Exdem + ∑ Exdes (7.14) 

By applying equation (6.18) for Exrec1 and Exrec2 in the above equation, the exergy balance 

is: 

∑ Exsup + md1 [hout1 – hr1 – T0 (sout1 – sr1)] + md2 [hout2 – hr2 – T0 (sout2 – sr2)] =  ∑ 

Exdem + ∑ Exloss + ∑ Exdes (7.15) 

Here, md, hout, hr, sout, and sr are specifications of the TES, where indic 1 and 2 are related 

to the TES1 and TES2 respectively. All mentioned parameters, as well as T0, were already 

introduced in Chapter 6. 

The exergy efficiency of the DE system with two parallel TESs is calculated by 

applying equation (7.8) as: 

  
∑     

∑       ∑      
 = 

∑     

∑                      
 (7.16) 
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Methods of calculating Exsup and Exd are discussed in Chapter 5. 

7.2.3. Energy and Exergy Analysis of District Energy System Integrated with 

Serial Thermal Energy Storages 

Depending on the project, sometimes two or more TESs, in serial configuration 

store energy of energy suppliers; and later on release the energy to the DE system. Figure 

7.3 illustrates a layout of the DE system with two serial TESs. 

 In this section, two serial TESs are considered combined with the DE system. The 

energy balance for the DE system, integrated by two serial TESs, can be derived by 

modifying equation (7.1) as follows: 

∑ Esup + ∑ Qout = ∑ Edem + ∑ Eloss  

This equation is similar to equation (7.10), the exergy balance for the DE system with two 

parallel TESs. The difference between these two equations lays the interpretation of 

∑Qout. For serial configuration TES2 releases the stored energy of TES1 and TES2, so only 

Qout2 replaces for ∑ETES: 

∑ Esup + Qout2 = ∑ Edem + ∑ Eloss (7.18) 

For the serial configuration of the TESs, energy realised to the DE system is 

defined by equation (6.70), which can be substitute for Qout2 in the above equation as: 

∑ Esup +     ( 

     
    

              

      
  

      –    

    –  
 ) = ∑ Edem + ∑ Eloss (7.19) 

where Qout1 holds characteristics of TES1. To have more detail the energy balance, which 

shows specifications of both TESs, equation (6.67) can be substituted for Qout1. To 

prevent visual complexity, the final energy balance with properties of both TESs does not 

develop here.  

The energy efficiency of the DE system with two serial TESs can be also obtained 

by expanding equation (7.3) as follows: 
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Figure 7.4: A general model of the DE system with multiple sources of energy integrated with two 

serial TESs 
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  = 
∑    

∑            
 (7.20) 

As explained above, Qout2 included Qout1 (TES serial configuration characteristic) 

thus just Qout2 is written in denominator, which can be replaced by equation (6.70) as 

follows: 

  = 
∑    

∑           ( 

     
    

              

      
  

      –    
    –  

 )

 (7.21) 

In the next step, Qout1 can be expanded by equation (6.67), then the efficiency of 

the DE system with two serial TESs is defined according to both TES characteristics. 

The energy efficiency of the DE system with two serial TESs is developed in 

terms of energy and efficiencies by using equation (6.77) in equation (7.20). The results 

would be: 

  = 
∑    

∑               
 (7.22) 

The exergy balance of the DE system with two parallel TESs by modifying 

equation (7.6) is found to be: 

∑ Exsup + ∑Exrec= ∑ Exdem + ∑ Exdes   

∑Exrec represents the total recovered exergy by both TESs in serial configurations, which 

is the recovered exergy from TES2, Exrec2. Thus exergy balance yield as: 

∑ Exsup + Exrec2= ∑ Exdem + ∑ Exdes  (7.23) 

By applying equation (6.18) for Exrec2 in the above equation, the exergy balance is given 

as: 

∑ Exsup + md2 [hout2 – hr2 – T0 (sout2 – sr2)]= ∑ Exdem +∑ Exdes (7.24) 

The exergy efficiency of the DE system with two serial TESs is developed by 

modifying equation (7.8) as: 
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∑     

∑              
 (7.25) 

See Chapter 5 for methods of calculating Exsup and Exdem. Equation (7.26) 

demonstrates that exergy demand divided by input exergy through energy suppliers and 

TES2 results in exergy efficiency of the DE system in serial configuration of two TESs. 

7.2.4. Energy and Exergy Analysis of District Energy System Integrated with 

Compound Configuration Thermal Energy Storages 

Compound configuration is when several TESs are in parallel rows, which include several 

serial TESs that store energy and later on release that energy to the DE system. In order to 

investigate compound TESs combined with the DE System, four TESs in the form of two 

parallel rows with two serial TESs (2 2) in each row, are assumed connected to the DE 

system. Figure 7.4 depicts the DE system with four compounds TESs.  

Equation (7.1) is modified to obtain the energy balance for the DE system assisted with 

four compounds TESs as follows: 

∑ Esup + ∑ Qout = ∑ Edem + ∑ Eloss (7.27) 

Here, ∑ Qout is a summation of the released energy by each parallel line of TESs into the 

DE system, which is developed in Chapter 6 as Qout1,2 and Qout2,2. Therefore, the above 

equation is rewritten as: 

∑ Esup + Qout1,2 + Qout2,2 = ∑ Edem + ∑ Eloss (7.28) 

Equations (6.82) and (6.88) are expansions for Qout1,2 and Qout2,2. By replacing 

them in above equation, a more detailed energy balance can be developed for the DE 

system with four compounds TESs.  

The energy efficiency of the DE system with two parallel TESs can also be 

developed by modifying equation (7.3) as follows: 

  = 
∑    

∑                       
 (7.29) 
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Replacing equations (6.82) and (6.88) for Qout1,2 and Qout2,2 results in a more 

detailed energy efficiency equation, which demonstrates the relationship between the DE 

system efficiency and properties of the TESs. 

To show the relationship between the DE system efficiency with the heat supplied 

to the TESs, Qout1,2 + Qout2,2 are substituted by equation (6.97) as: 

  = 
∑    

∑               
 (7.30) 

The exergy balance of the DE system with four compounds TESs can be obtained 

by modifying equation (7.6) as follows: 

∑ Exsup + ∑Exrec= ∑ Exdem + ∑ Exdes   

where ∑Exrec expresses the total recovered exergy by four TESs in compound 

configurations, which is recovered exergy by the TES1,2 and TES2,2,. 

∑ Exsup + Exrec 1,2+ Exrec 2,2= ∑ Exdem + ∑ Exdes (7.31) 

By applying equation (6.18) for Exrec 1,2 and Exrec 2,2 in the above equation, the exergy 

balance would be: 

∑ Exsup + md1,2 [hout1,2 – hr1,2 – T0 (sout1,2 – sr1,2)] + md2,2 [hout2,2 – hr2,2 – T0 (sout2,2 – 

sr2,2)] = ∑ Exdem + ∑ Exdes (7.32) 

The exergy efficiency of the DE system with four compounds TESs can be 

obtained by modifying equation (7.8). 

  
∑     

∑       ∑      
 = 

∑     

∑                          
 (7.33) 

The calculating methods of Exsup and Exdem are available in Chapter 5. 

  
∑     

∑       ∑      

Figure 7.5: A general model of the DE system with multiple sources of energy integrated with the 

four compounds TESs 
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7.2.5. Energy and Exergy Analysis of District Energy System Integrated with 

General Grid Configuration Thermal Energy Storages 

In a more general grid approach, a TES with a number of m n is considered 

integrated with the DE system. Figure 7.5 depicts a layout from the DE system with m n 

TESs in general grid configuration.  

In this general format the energy balance is given as: 

∑ Esup + ∑ Qout = ∑ Edem + ∑ Eloss (7.35) 

∑ Qout is a summation of the released energy by each parallel row of TESs into the DE 

system. Therefore, the above equation is expanded as: 

∑ Esup + Qout.1,v + Qout-2,v + … + Qout-u,v = ∑ Edem + ∑ Eloss  

∑ Esup +∑         
 
    = ∑ Edem + ∑ Eloss (7.36) 

Qout m,n is developed in Chapter 6 by equations (6.101). By replacing equations (6.101) in 

equation (7.36), the energy balance for the DE system with m n grid TESs is obtained as: 

           ∑Esup+∑          ( 

         
        

                    

         
 

         –        

       –  
 ) 

    =∑Edem+∑Eloss                

for v   2 (7.37) 

The energy efficiency of the DE system with m n grid TESs is also obtained by 

modifying equation (7.3) as:  

  = 
∑    

∑                                        
  

  = 
∑    

∑      ∑         
 
   

 (7.38) 

It can be observed that ∑         
 
    is a summation of the recovered energy by the last 

TES in each line, which is released to the DE system. It was explained in Chapter 6 that 
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Qout of the last TES contains the recovered energy by previous TES in the serial 

configuration. 

In a different approach, to show the relationship between the DE systems 

efficiency with heat supply to the TESs ∑         
 
    is substituted by equation (6.107). 

  = 
∑    

∑               
 (7.39) 

The exergy balance of the DE system with m n grid TESs is obtained by 

modifying equation (7.6) as follows: 

∑ Exsup + ∑Exrec= ∑ Exdem + ∑ Exdes  (7.40) 

∑Exrec represents the total recovered exergy by m n TESs in grid configurations, 

which can be calculated by the last the TES in each row.  

∑ Exsup + Exrec.1,v + Exrec-2,v +… + Exrec.u,v = ∑ Exdem + ∑ Exdes 

∑ Exsup + ∑          
 
   = ∑ Exdem + ∑ Exdes (7.41) 

The same as in the previous sections ∑          
 
    can be expanded to 

characteristics of TESs. The exergy balance would then be: 

∑Exsup+ ∑       
 
   [hout-u,v – hr.u,v – T0 (sout-u,v –sr-u,v)]=∑Exdem +∑Exdes              

for v   2 (7.42) 

The exergy efficiency of the DE system with m n grid TESs is developed by 

modifying equation (7.8) as follows: 

  
∑     

∑       ∑      
 = 

∑     

∑                                             
 (7.43) 
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Figure 7.6: A general model of the DE system with multiple sources of energy integrated with m n 

general grid TESs  
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∑          
 
    covers the series of recovered exergy by the TESs. Exergy 

efficiency in more accurate terms is then found to be: 

  
∑     

∑       ∑          
 
    

 (7.44) 

Equation (7.44) is interpreted as result of dividing exergy demand of the DE system by 

total exergy input to the DE system which is including exergy by energy suppliers and 

exergy recovered by TESs.   

7.2.6. Environmental Analysis of District Energy System Assisted with 

Thermal Energy Storage(s) 

As explained in Chapter 5, in this study environmental impact is examined through 

measuring CO2 emission during the life performance of the system. This approach for 

analyzing the environmental impact is shown through a case study for four energy 

resources in Chapter 5. Here, this methodology is applied to estimate how much CO2 

emission the TES(s) can save through the restored energy that is supplied to the DE 

system. 

7.2.7. Development of Enviro-Economic Function for Thermal Energy Storage(s) 

The Enviro-Economic Function, equation (5.19), was developed in Chapter 5 to display 

the environmental and economic of the energy supplier for the DE system. Equation 

(5.19) was generated by summation of three major cost categories: 

 Operating cost in form of fuel cost and insurance & maintenance (I&M),  

 Initial investment in form of capital recovery installment (M), and  

 Environmental business cost in form of tax benefits (TB) and carbon tax (CT).  

The Enviro-Economic Function can also be modified for the TES which is integrated in a 

DE system. There is no fuel consumption for the TES and apparently no CO2 emission. 

This means that, for the TES, FC = 0 and CT= 0. In consequence, the Enviro-Economic 

Function for the TES is obtained as: 

OC= ∑ (    (      
   

n 
+ ∑ (    (      

   
q   ∑ (   (       

     (7.45) 
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Overall cost equals the summation of three terms: the insurance and maintenance of the 

TES(s), the capital recovery, and the tax benefits during the life span of the TES(s). 

7.3. Closing Remarks 

According to analysis of one TES joint with the DE system, characteristics of various 

configurations of the TESs coupled with the DE system are obtained as functions of 

known specifications. Different configurations of the TES are series, parallel, and 

compound configurations. Established balances and functions are as follows: 

 Energy balance of the DE system including the TES(s); 

 Exergy balance of the DE system including the TES(s); 

 Energy efficiency of the DE system (η); 

 Exergy efficiency of the DE system (Ψ);and 

 Enviro-Economic Function for the TES(s) applied in the DE system. 

Through developed functions it is been resulted that: 

Energy efficiency of the DE system coupled with the TES(s) is   = 

∑    

∑               
 for any TES(s) configurations’.      is the term that calculated differently 

for different configurations of TESs. 
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Chapter 8: RESULTS AND DISCUSSION 

8.1. Introduction 

In previous chapters the mathematical models of the district energy (DE) system, various 

configurations of multiple thermal energy storage (TES), and integrated DE system with 

various TES configurations were developed. In more detail in Chapter 5, Enviro-

economic Function was developed to cover the environmental and economic aspects of 

energy suppliers of the DE system, in Chapter 6, TES was modeled not only in various 

multiple configurations but also in instant time, and in Chapter 7, combination of TESs 

and the DE system was modeled. In this chapter, different models are investigated in 

details and then prioritized the TESs configurations in junction with the DE system in 

equal circumstances. The prioritization is based on the energy efficiency and energy 

provided to the DE system. Following, the best TESs configuration is discussed in a more 

detailed performance. In the next step, environmental and economic situations are applied 

by the Enviro-Economic Function of the TES to investigate the correct number of TESs 

integrated in the DE system.  

8.2. The Role of Various Parameters on the Enviro-Economic Function 

Equation (5.19), Enviro-Economic Function, captures environmental and economic 

aspects of each technology. The following section gives some illustration about equation 

(5.19) to show the impact of variables on overall cost. The results developed from the 

following discussions are applied entirely to various energy suppliers’ technologies. Here, 

an illustrative example is assumed to have numerical values for drawing graphs by 

Equation (5.19). A DE system assumed that needs an energy technology which costs 

$37,000. The amortization for paying off the initial investment is 10 years and the interest 

rate of the loan is 5% (Common interest rate) while the inflation rate is assumed 2% 

(Canadian Inflation rate in 2013). The life span is 25 years and insurance and 

maintenance (I&M) cost is assumed annually 3% of principal (Typical in industry). Tax 

benefit (TB) and carbon tax (CT) are assumed 0.6% and 10% of DE system revenue 

respectively. It should be mentioned that TB and CT are not based on percentage but this 
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assumption is made for simplification for analysis purposes. Usually TB and CT are 

presented by the DE system revenue bracket, since using bracket system is not easy to 

analysis, percentage system is replaced. Since the value of Canadian and American 

dollars has been close since 2007, it did not specify the dollar type.  

 

8.2.1. Effect of Fuel Expense on Annual Cost 

Figure 8.1 shows cost changes with fluctuation of FC in equation (5.19). In that figure, 

there are 4parallel lines. Each line represents the annual performance cost of year 1, 10, 

20, and 25 for the DE system during its life. Here, to demonstrate in more detail, FC 

impact on cost during 25-year-life performance of the DE system is illustrated by 5 

curves, which represent the annual cost. These curves (linear graph) show that by 

increasing the fuel cost, the annual cost of the DE system rises with a constant slope in 25 

years of lifespan. Figure 8.1 also indicates that increasing the fuel cost has a noticeable 

impact on increasing the annual cost of the DE system during the lifespan. Therefore, it 

concluded that, for professional users (including design engineers, project managers, and 

researchers), the FC is one key factor in controlling the annual cost and apparently the 

overall cost of the DE system.  

Equation (5.19) is showing the impact of I&M and M on cost, would have the same trend 

as Figure 8.1. I&M and M have direct correlation with cost; by increasing them, the 

annual cost rises.  

8.2.2. Effect of Inflation on Annual Cost  

In equation (5.19), IR has a non-linear correlation with cost. Regarding the impact of IR 

on cost, as mentioned in the previous section, the annual cost during the 25-year-life of 

the DE system is depicted instead of only one overall cost. In general, by increasing the 

inflation rate, the annual cost increases in a curvature form (see Figure 8.2). In more 

detail, when the inflation rate is higher, the increase by which the DE system expands is 

much higher in the late years of the performance rather than in the early years. This is 

because, the curve of the annual cost is more pronounced in the later years of 

performance (see Figure 8.2). 
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Figure 8.1: Fuel cost fluctuations impact on annual cost of the DE system 

 

Figure 8.2: : Inflation rate fluctuations impact on annual cost of the DE system 

 

0

0.5

1

1.5

2

2.5

3

3.5

4

20000 30000 40000 50000 60000 70000

A
n

n
u

a
l 

C
o

st
 (

M
$

) 

Fuel Cost ($) 

year 1 year 10

year 20 year 25

1

1.5

2

2.5

3

3.5

4

0.01 0.02 0.03 0.04 0.05 0.06 0.07

A
n

n
u

a
l 

C
o

st
 (

M
$

) 

IR 

year 25 year 20

year 10 year 1



145 

 

8.2.3. Effect of Tax Benefit on Annual Cost 

Through equation (5.19), the TB has a linear graph, which has the opposite correlation 

with annual cost, Figure 8.3. The TB is assumed as the ratio of the DE system’s income. 

Since the goal of this section is analysis of TB, this assumption is made to simplified and 

generalized tax relief programs. Practically, TB set by different parameters which are 

defined by taxation programs. The assumption is made only to show the impact of 

fluctuation of the TB on annual cost. By increasing the TB, annual cost reduces as 

depicted in Figure 8.3. This can also be observed when the TB has a higher ratio of the 

revenue; the annual cost in 25 years is more compacted. However, a lower ratio of the TB 

causes greater difference between annual costs in the lifespan of the DE system. For 

simplification it is assumed the TB is constant in a 25-year performance of the DE 

system, however it may changes by life of tax relief programs. The TB is the only 

parameter that reduces the cost as it grows. 

 

Figure 8.3: Tax benefit (ratio of the DE system revenue) fluctuations impact on annual cost 

of the DE system 
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8.2.4. Effect of Carbon Tax on Annual Cost 

The CT impact on the cost of the DE system is plotted by using equation (5.19). The 

results are depicted in Figure 8.4, which shows that by increasing the CT, the cost of the 

DE system rises. In this graph the CT is assumed as a fraction of the DE system’s income. 

Usually CT is not regulated based on income of a firm but this assumption is made only 

for simplification and generalization of various carbon tax programs. By this assumption 

it is possible to analyse impact of CT fluctuation on annual cost of the DE system. Figure 

8.4 shows when the CT is lower, the annual cost during the 25 years of the DE system’s 

performance is more compact compare with the higher CT, which shows a noticeable 

difference in annual costs.  

Comparing Figure 8.3 with Figure 8.4 reveals that the CT and TB have similar 

behaviour but in opposite directions; by increasing the ratio, the CT diverges while the 

TB converges. From a governmental point of view, this is a significant area for which 

policy writers can set the CT and TB, to promote or demote programs that determine 

ideas/plans/behaviours. From a professional point of view, this is one of the key areas that 

assist decision-makers for choosing a superior energy technology for the DE system. 

Project managers and engineers use the behaviour of CT and TB as a major consideration 

for their final conclusion.  

8.2.5. Effect of Initial Investment on Annual Cost 

The initial investment affects the annual cost through payment of the original investment, 

thus paying more instalments results in an increase of DE system costs. Through 

equations (5.19) and (5.14), the impact of the initial investment on the DE system is 

depicted in Figure 8.5, which shows more expensive energy technology results in equal 

increasing costs of the DE system over 25 years of performance. The slope of annual cost 

is the same throughout the life of the DE system. 
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Figure 8.4: Carbon tax (ratio of the DE system revenue) fluctuations impact on annual cost of the DE 

system 

 

Figure 8. 5: Initial Investment fluctuations impact on annual cost of the DE system 
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Depending on project conditions, equation (5.19) (Enviro-Economic Function) is 

for reviewing particular energy technology. As explained in previous sections, Equation 

(5.19) can also be applied for the following purposes: 

 Government strategy: to promote or demote energy technology applications by 

setting some regulations, policies, or incentive programs; 

 Economic situations: to balance the budget of a project for launching as well as 

running the DE system; 

 Environmental concerns: to improve environmental concerns regarding energy 

suppliers of the DE system by setting proper TB and CT; 

 Community configuration: to satisfy community demand for the DE system which 

is reflected in polices; and 

The Enviro-Economic Function, Equation (5.19), can be a tool for 

environmentalist, governments, and policy writers to propose effective policies for 

promoting new energy systems including renewable energy and low carbon fuel 

technologies. Furthermore, the Enviro-Economic Function provides an insight for 

researchers, engineers, and project managers to make beneficial decisions regarding 

energy technology options.  

8.3. Thermal Energy Storage Operational Discussion  

In this section, developed equations from the Chapter 6 for the charging and discharging 

stages are studied in more detail. Equation (6.114) indicates the TES charging 

temperature equation is a function of M, cp, U, A,  ̇in , T0, Ti, and tc. This can be written as 

Tc = f (M, cp, U, A,  ̇in , T0, Ti, tc). Through equation (6.121) it can be concluded that the 

TES discharging temperature equation is a function of M, cp, U, A,  ̇in ,  ̇out , T0, and td. 

Thus, Td = f (M, cp, U, A,  ̇in ,  ̇out , T0, td). In the following paragraphs, the impact of 

some of these parameters on the charging and discharging temperature of the TES, are 

also examined. This part of the study provides insight into the TES performance, which 

can be used by other researchers and design engineers  
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8.3.1. Charging Stage Discussion 

Figure 8.6 illustrates the TES charging temperature function, equation (6.114), and as 

well as stored energy during the charging stage, equation (6.115), for a TES. The TES is a 

huge tank with capacity of 12,000 m
3
 water (cp=4.18 J/kgK) like the TES of 

Friedrichshafen district energy in Germany. The area of the TES is 3,767 m
2
 and the 

overall heat transfer coefficient is 0.6 W/m
2
K. The TES is above-ground tank and 

ambient temperature is assumed 15 ˚C. The charging of the tank starts when the water of 

inside of the tank is 40 ˚C. Fully mixed condition is another assumption for the TES 

performance. 

 

Figure 8.6: TES charging energy and temperature behaviors during charging stage 

Condition: M=12 10
6 
kg, cp=4.18 J/kgK, A=3767 m

2
, U=0.6 W/m

2
K, Ti=40 C, T0=15 C. 

Figure 8.6 shows that with the time, the temperature of the TES and the charged 

energy in the TES increase in the form of exponential growth curve, as equations (6.114) 

and (6.115) are exponential equations. Therefore, the trends of the temperature and the 
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stored energy would be the same for other similar heat storages. This figure also, 

indicates that the temperature and stored energy have their own limits. The followings 

calculate and discuss both limitations. 

As Figure 8.6 illustrates, where the temperature ultimately is constant, there are 

little changes with time ( 
   

   
  ); this temperature is called Tc.max. Replacing 

   

   
 by zero 

in equation (6.110), and solving it by establishing Tc, which is the maximum temperature 

(Tc.max) of the TES in the stage gives: 

Tc.max= 
 ̇  

  
 + T0 (8.1) 

In practical terms, through equation (8.1) the temperature limit of the TES can be 

determined.  

By replacing Tc.max in equation (6.3), the maximum charging energy of the TES in 

the charging stage, Qc.max, is developed as: 

Qc.max = M cp ( 
 ̇  

  
 +T0 –Ti) (8.2) 

Therefore, it is concluded that there is a charging limit for any TES; further than 

that the TES cannot hold the heat. Thus, the storage capacity of each TES is measured by 

equation (8.2). Equations (8.1) and (8.2) have great potential for design engineers to 

satisfy the design conditions. They can choose the right type of storing medium (cp),  

adjust the size and shape of the TES (M, A), with thermal condition of the project (T0 and 

Ti) for the available heat flow ( ̇in) for the desired Tc.max and Qc.max. In other words, they 

can use optimization for equations (8.1) and (8.2) to find optimum properties.  

8.3.1.1. Input Energy Flow Rate Effect on Charging Temperature 

Regarding equation (6.114), Figure 8.7 demonstrates the effect of input energy flow rate 

( ̇in) on the charging temperature of the TES during the charging period.  
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Figure 8.7: Impact of  ̇in variation on charging temperature of TES in charging stage 

Condition: M=12 10
6
kg, cp=4.18 J/kgK, A=3767 m

2
, U=0.6 W/m

2
K, Ti=40 C, T0=15 C. 

From Figure 8.7, these can be observed that: 

 Increase of input energy flow rate into TES boosts up the charging temperature 

of TES during the charging stage. 

 The temperature limits for the TES increases with growth of input energy flow 

rate into the TES.  

 The charging time of the TES is shorter when input energy flow rate into the 

TES is lower. By increasing  ̇in, Tc.max increases and apparently the time of 

reaching that temperature increases. 

These results can reproduce for similar TES with different properties. 

8.3.1.2. Ambient Temperature Effect on Charging Temperature 

The effect of the ambient temperature on the charging temperature is depicted in Figure 

8.8 by using equation (6.114).  
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Figure 8.8: Impact of ambient temperature on charging temperature of TES during charging stage 

Condition: M=12 10
6 
kg, cp=4.18 J/kgK, A=3767 m

2
, U=0.6 W/m

2
K, Ti=40 C.  

From Figure 8.8 these can be observed that: 

 The growing ambient temperature increases the charging temperature of TES 

during the charging stage. 

 The temperature limit (Tc.max) for the TES grows with an increase of ambient 

temperature. 

 When the ambient temperature is colder, the charging time of the TES is 

shorter.  

These results are repeatable for similar TES with different properties. 

8.3.1.3. Heat Transfer Coefficient Effect on Charging Temperature  

Another important factor in the performance of the TES is the heat transfer coefficient 

(U) including insulation specifications. Through plotting of equation (6.114), the impact 

of the heat transfer coefficient of TES is investigated. Results are depicted in Figure 8.9.  



153 

 

 

Figure 8.9: Impact of insulation on charging temperature of TES during charging stage 

Condition: M=12 10
6 
kg, cp=4.18 J/kgK, A=3767 m

2
, Ti=40 C, T0=15 C.  

It can be observed from Figure 8.9 that: 

 Increase of the heat transfer coefficient decreases the maximum charging 

temperature (Tc.max) of the TES during the charging stage. 

 The charging time of the TES is decreased through increase of the heat transfer 

coefficient of the TES. 

These observations are repeatable for the TES with similar conditions and 

different properties.  

8.3.2. Discharging Stage Discussion 

The TES discharging temperature function, equation (6.121), and discharged energy, 

equation (6.122), are plotted in terms of time in Figure 8.10. This figure shows the 

temperature and energy in discharging stage for a typical TES as explained, which 

exponential decay graphs are. Figure 8.10 demonstrates that the temperature and energy 

level of the TES reduce with the time during discharge stage. This reduction continues 

until a constant temperature and energy level are reached, Td.min and Qout.max. 
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Figure 8.10: TES Discharging temperature and heat flow behavior during discharging stage 

Condition: M=12 10
6 
kg, cp=4.18 J/kgK, A=3767 m

2
, U=0.6 W/m

2
K, Ti=40 C, T0=15 C. 

The constant temperature can be established by considering 
   

   
 = 0 in equation 

(6.117). The minimum discharging temperature of the TES is developed as: 

Td-min = - 
 ̇   

  
 + T0 (8.3) 

Equation (8.3) is used to find the minimum discharging temperature of the TES. 

To calculate the maximum discharge energy (Qout-max) from the TES, equation 

(6.14) is used where Tc is substituted by Tc-max from equation (6.116) and Td is replaced by 

Td-min from equation (6.125). The outcome, after simplifying, is: 

Qout-max = 
   

  
 (  ̇in +  ̇out ) (8.4) 

This equation shows that the maximum outlet heat directly depends on the inlet heat flow 

to TES ( ̇in) and the outlet heat flow from TES ( ̇out). This equation also gives the 
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maximum energy released by the TES during the discharging stage. Equation (8.4) would 

be very beneficial for design engineers, because it assist them to design the desire output 

energy by the TES.  

8.3.2.1. Input Energy Flow Rate Effect on Discharging Temperature  

Figure 8.11 depicts the effect of the input energy flow rate ( ̇in) on the discharge 

temperature of the TES by using equation (6.121). 

 

Figure 8.11: Impact of input energy on discharge temperature of TES 

Condition: M=12 10
6 
kg, cp=4.18 J/kgK, A=3767 m

2
, U=0.6 W/m

2
K, Ti=40 C, T0=15 C. 

Through Figure 8.11, it can be observed that: 

 Increasing the input energy flow rate in the charging stage causes an increase of 

the discharge temperature during the TES discharge, specifically in the early 

periods. Eventually the discharging stage completes in similar temperature. 

 The discharging time of the TES stays the same for various input energy flow rate 

during the charging stage. However, the slope reduction of time-temperature graph 

in the discharging stage decreases by a reduction of the input energy flow rate 

during the charging stage. 
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These observations are repeatable for the TES with similar conditions and 

different properties. 

8.3.2.2. Output Energy Flow Rate Effect on Discharging Temperature 

Through equation (6.121), the influence of the output heat flow ( ̇out) of the TES on the 

discharge temperature of the TES is demonstrated in Figure 8.12.  

 

Figure 8.12: Impact of outlet heat flow on TES discharging temperature 

Condition: M=12 10
6 
kg, cp=4.18 J/kgK, A=3767 m

2
, U=0.6 W/m

2
K, Ti=40 C, T0=15 C. 

From Figure (8.12), it can be observed that: 

 Increasing the outlet heat flow reduces the TES discharge temperature, 

particularly in the last periods of the discharging stage. However, the discharge of 

the TES starts at the same temperature. 

 Discharge time is the same for various outlet heat flows of the TES. However, a 

smaller outlet heat flow has a smaller curve slope of temperature-time graph in the 

discharging stage. 

These observations are repeatable for the TES with similar conditions and 

different properties. 
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8.3.3. Thermal Energy Storage Performance Cycle 

The complete performance cycle time (tcyc) of the TES can be defined by adding up the 

charging time, equation (6.113), the discharging time, equation (6.120). 

tcyc = 
   

  
 ln 

  ̇       (        

  ̇       (        
 + 

   

  
 ln ( 

  (   –   )   ̇   

 ̇     ̇   
 ) 

After simplifying above equation C is establish as: 

tcyc = 
   

  
 ln [( 

  ̇       (        

  ̇       (        
  ( 

  (   –   )   ̇   

 ̇     ̇   
 )] (8.5) 

One charging and discharging cycle time is demonstrated in Figure 8.13. Note: the 

period of the TES performance demonstrated in Figure 8.13 has no storing stage. It 

illustrates that the temperature of the media in the TES increases from the initial 

temperature exponentially until the maximum charging temperature (Tc.max) is reached. If 

there is no storing stage, the discharging stage then starts by reduction of temperature 

from the maximum charging temperature in the form of exponential decay until the 

temperature reaches a minimum discharging temperature (Td.min). Figure 8.13 is graphed 

for a 12,000 m
3
-TES which was introduced earlier in this section. The charging and 

discharging were depicted separately as Figures 8.6 and 8.10. Figure 8.13 illustrates a 

complete cycle of charging and discharging of the 12,000 m
3
-TES.  

8.4. Effect of Thermal Energy Storage Configurations on District Energy System 

Performance 

In Chapter 7 the mathematical model of the DE system with various configurations of 

thermal energy storage were developed. In this chapter different configurations of TESs 

integrated with district energy system are investigated to prioritize the configurations in 

equal circumstances. This prioritization is through the efficiency and energy provided to 

the DE system. Following, the more efficient configuration is discussed in a more 

detailed performance. In the next step, environmental and economic situations are applied 

by the Enviro-Economic Function of the TES to investigate the correct number of TESs 

integrated in the DE system.  
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Figure 8.13: One period of TES performance including charging and discharging stages 

Condition: M=12 10
6 
kg, cp=4.18 J/kgK, A=3767 m

2
, U=0.6 W/m

2
K, Ti=40 C, T0=15 C. 

 

In Chapter 7, some equations, which demonstrate the energy released by the TES 

to the DE system, were developed. Here, combinations of the TESs which provide more 

energy for the DE system are discussed. To have a better comparison, a set of the 

numerical values are substituted into the equations.  

A TES in cylinder, and form with a height of 10m and diameter of 40m is filled up 

with 12 10
6
 kg water (cp=4.18 J/kgK). The TES is above the ground, where the ambient 

temperature is assumed to be 15˚C and the initial temperature of the TES is assumed to be 

40˚C. The excess heat of 145 MWh stores into the TES through a heat exchanger with an 

efficiency of 90%. The stored energy, later on released to a DE system, which has an 

annual energy demand of 280 MWh. There is 10% of heat demand as heat loss through 



159 

 

consumers and DE system. The rest of the energy demand of the DE system is supplied 

with other sources of energy. The amount of released energy by the above TES is 

calculated and displayed in Table 8.1 in addition to the efficiency of the TES in this 

condition. 

In the second scenario, the proposed TES is replaced with two TESs with half 

storing media (6 10
6
 kg) and half volumes (5m height) of previous scenario TES. The 

other conditions including the heat stores in the TES and the DE system characteristic 

remain the same. These two TESs can join together either in parallel or serial. Both 

configurations are considered here; energy released as well as the efficiency of the TESs, 

are tabulated in Table 8.1. 

The next scenario is to try four compounds TESs. The proposed TES is substituted 

by four TESs with a quarter of the storing media (3 10
6
 kg) and a quarter of the volume 

(2.5m height). The other conditions of the heat supply to the TESs and the DE system 

remain unchanged. Four TESs configuration is 2 2 as depicted in Figure 7.4. Energy 

released to the DE system as well as the TESs efficiency are calculated and demonstrated 

in Table 8.1. 

Table 8.1: Energy released to the DE system by various configurations of the TESs 

TES Type Ref. Equations 
Energy to the DE 

System (MWh) 

TES 

Efficiency 

One TES (6.43), (6.106) 100.8 77% 

Two Parallel TES (6.53), (6.56) , (6.106) 104.8 80% 

Two Serial TES (6.67), (6.106) 91.4 70% 

Four compound TES 
(6.82), (6.85), (6.88), 

(6.91), (6.106) 
71.6 55% 

 

Table 8.1 shows energy released to the DE system with different configurations of 

the TESs. Note: by changing the quantity values, numerical results would vary, however, 

the order is the same. It can be observed that two parallel TESs save the most of the 

surplus heat for the DE system, and that this configuration has the highest TES efficiency. 

Following the parallel configuration, single TES, and serial configurations provide more 

energy for the DE system. The least effective configuration is compound configuration of 
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four TESs, which provides the least amount of energy. For all scenarios, it can be 

concluded that:  

     of 2 parallel TESs >      of one TES >      of 2 serial TESs >      of 2 2TESs 

As a result, the parallel configuration increases the performance of heat storages. 

This configuration is also preferred for the DE system compared with one TES. 

Therefore, the DE system can use less energy from other sources of energy to cover 

consumer demand. 

8.4.1. Parallel Thermal Energy Storages Effect on District Energy System 

It was shown that a parallel configuration of the TESs delivers more energy to the DE 

system compared with other configurations, when stored energy is the same. This section 

includes more investigation of the impact of the TESs’ parallel configuration on the DE 

system.  

It is assumed that heat (Q) through a heat exchanger with efficiency of the    is 

stored in one cylindrical TES with a diameter of 2R and height of h. The storing media of 

the TES is M. The heat released by the TES during discharge was calculated by equation 

(6.43). One TES can be substituted by two parallel TESs with the same storing media 

with an equal quantity of M/2. The shape of the TESs is cylindrical with a diameter of 2R 

and a height of h/2. The heat of Q is divided equally among two parallel TESs. Since the 

amount of initial heat is cut by half, the charging time is also dropped by half. The initial 

temperatures of both TESs are the same and both TESs located in the same ambient. The 

charging and discharging time is also the same for both TESs. In this circumstance the 

released heat by each TES is the same and can be calculated by equations (6.53) and 

(6.56). The final work after algebraic work and simplifications is: 

Qout1 = Qout2 =     ( 

    
   

  ( 
  

 
 

   
             

  ( 
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( 
  

 
 

   
      –  

    (8.6) 
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(  
 

 
 

   
 is the factor results from volume dimension of the half TES to the original TES. 

(  
 

 
 

   
 is the factor standing before Kc and Kd because of calculation of the area of each 

TES with half volume.  

A2 = A( 
  

 

 

   
   (8.7) 

where, A2 stands for the area of the each half TES and A is the area of the full TES. R and 

h are the directional specifications of the TES, which were previously introduced.  

The total energy recovered by two parallel TES, released to the DE system, is 

obtained as: 

∑Qout = Qout1 + Qout2  (8.8) 

By expanding Qout1 and Qout2 into the above equation through equation (8.6): 

∑Qout =      ( 
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      –  

   (8.9) 

At this point, three parallel TESs with equal mass media of M/3 are considered as 

a replacement for one TES. The shape of three TESs is cylindrical with a diameter of 2R 

and a height of h/3. The original Q is supplied to each TES with an amount of Q/3 in 1/3 

of the original charging time. The initial temperatures of three TESs are the same and are 

all located in the same ambient. The released energy of each TES is apparently the same, 

since the performance conditions are the same. The area of the new TES with 1/3 volume 

is: 

A3 = A( 
  

 

 

   
   (8.10) 

Here, A3 represents the area of each TES with 1/3 volume. The energy released to the DE 

system by each TES can be obtained as: 
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Qout1 = Qout2 = Qout3 =     ( 
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   (8.11) 

The total energy released to the DE system by three TESs would be the 

summation of Qout1, Qout2, and Qout3, which is expressed as follows: 

∑Qout =      ( 
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    (8.12) 

At this point, n parallel TESs with 1/n of mass media in the single proposed TES 

and in a cylindrical shape with a diameter of 2R and a height of h/n are replaced by the 

proposed single TES in this section. All other circumstances are the same except the 

charging time, which is cut to 1/n. In this situation, the energy released to the DE system 

by each TES is developed as: 

Qout1 = Qout2 =…= Qout n =     ( 
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     (8.13) 

The total energy recovered by n TESs would then be: 

∑Qout =      ( 
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   (8.14) 

Here, the developed equations are examined for the proposed TES with numerical 

values in the previous section. It is considered when only one TES restores energy for the 

DE system. In the next assumption, one TES is replaced by two parallel TESs and 

released energy to the DE system as well as efficiency of the TES is calculated. In the 

same way, three parallel TESs and six parallel TESs are replaced by the single TES. The 

results are tabulated in Table 8.2.  
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Table 8.2: Energy released to the DE system by various parallel configurations of the TESs 

TES type Ref. Equations 
Energy to the DE 

System (MWh) 

TES 

Efficiency 

(%) 

One TES (6.43), (6.106) 100.8 77 

Two Parallel TESs (8.4), (6.106) 104.8 80 

Three Parallel TESs (8.7), (6.106) 106.2 81 

Six Parallel TESs (8.9), (6.106) 107.6 82 

Ten Parallel TESs (8.9), (6.106) 108.2 83 

 

It can be observed in Table 8.2 that increasing the number of parallel TESs results 

in a higher delivered energy to the DE system by the TESs. Apparently, the efficiency of 

the set of the TESs is also improved. The increase in delivered energy and TESs 

efficiency is higher in the first rows of Table 8.2, while in the last rows, growth is lower. 

To examine the growth behavior of the released energy and efficiency of parallel TESs, 

equation (8.14) is run for up to 30 parallel TESs. Results are depicted in Figures 8.14 and 

8.16. It should be mentioned that this is the methodology to examine the behavior of 

TESs from thermodynamic point of view.  

Figures 8.14 and 8.15 demonstrate that with an increase of the number of TESs in 

parallel configuration up to five, an increase of released energy and TESs efficiency is 

noticeable. From five to fifteen parallel TESs, growth of released energy and efficiency 

shrinks; after fifteen growths is not noticeable and mathematically at infinity it reaches a 

constant value. The numbers of five and fifteen are particular for this case; however, the 

general trends of Figures 8.14 and 8.15 are common for any other cases.  
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Figure 8.14: Correlation of the released energy to the DE system by the number of parallel TESs. 

Increasing number of TES up to 5 is a significant improvement of recovered energy; from 6 to 15  

TESs there are some increase in recovered energy, and more than 15 TESs is not really beneficial. 

Condition: Heat supply to the TESs 145 MWh, water as storing media in each TES cp = 4.18 J/kgK,  

efficiency of the heat exchanger 90%, Initial temperature of the TESs 40˚C, Ambient temperature 15˚C, 

Diameter of each TES 40m, Annual energy demand of the DE system 280 MWh, and heat loss 10% of heat 

demand. 
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Figure 8.15: Correlation of the TESs efficiency by the of the number of parallel TESs. 

Increasing number of TES up to 5 is a significant improvement of energy efficiency of TESs; from 6 

to 15  TESs there are some increase in energy efficiency, and more than 15 TESs is not really 

beneficial for increasing the energy efficiency of TESs. 

Condition: Heat supply to the TESs 145 MWh, water as storing media in each TES cp = 4.18 J/kgK,  

efficiency of the heat exchanger 90%, Initial temperature of the TESs 40˚C, Ambient temperature 15˚C, 

Diameter of each TES 40m, Annual energy demand of the DE system 280 MWh, and heat loss 10% of heat 

demand. 

 

8.4.2. Efficiency of District Energy System Assisted with Thermal Energy 

Storages  

Equation (7.5) expressed the efficiency of the DE system in terms of energy input to the 

DE system as well as effectiveness of the TES. Equations (7.12), (7.20), (7.30), and 

(7.38) express the same correlations for two parallel TESs, two serial TESs, 2 2 

compound TESs, and m n compound TESs respectively. Comparing all these equations, 

which were developed for various configurations, reveals all are the same. Therefore,   = 



166 

 

∑  

∑               
 can be used as a general form for any given DE system which integrated 

with TES(s).      is the term that is calculated differently for different configurations of 

TESs. 

8.4.3. Finding Number of Thermal Energy Storages 

Regarding Enviro-Economic Function for the TES, equation (7.45), it is consider OC=0 

then  

∑ (    (      
   

n 
+ ∑ (    (      

   
q   ∑ (   (       

    

By dividing both sides by  ∑ (       
   

 
, above equation would be: 

(I&M)+ (12M) (1+IR)
 q-n

 = (TB)  

Typically,     is a percentage of the original cost, here it is considered 3% of the 

original cost (P). By using equation (5.14), M can be expressed by the original cost (P). 

Rearranging the right side of the above equation in term of P results in the following: 

0.03 P + 12P 
[(        ]

   (      
 (1+IR )

q-n
 = TB 

P [0.03 + 12 
[(        ]

   (      
 (1+IR)

 q-n
]

 
= TB (8.15) 

The above equation displays the equilibrium point for the TES, where the TB 

covers all initial and operating costs of the TES.The above equation measures the TES 

cost just with its cost isolate. On top of the TB, the TES reduces fuel consumption as well 

as less expensive primary equipment over the smaller size. Consequently, equation (8.15) 

can be modified to a more accurate balancing point for the TES as: 

P [0.03 + 12 
[(        ]

   (      
 (1+IR)

 q-n 
] = TB + SFC + SPP (8.16) 

Here, SFC shows the saved fuel cost and SPP represents the saved principal of the 

primary system.  
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In the following condition:  

P [0.03 + 12 
[(        ]

   (      
 (1+IR)

 q-n 
] < TB+ SFC + SPP (8.17) 

The TESs are profitable components for the DE system, because costs of the TES(s) are 

lower than benefits TES(s) offers to the DE system. 

Similarly, in the following condition:     

P [0.03 + 12 
[(        ]

   (      
 (1+IR)

 q-n 
]> TB+ SFC + SPP (8.18) 

The TES is not profitable components for the DE system, because expenses occurred by 

the TES(s) are higher than financial advantages provides for the DE system. 

The above three equations can be used for professional users to examine if the 

TES or set of TESs is beneficial for the DE system. It should be mentioned that IR and i 

are dependent on the economic condition, and TB dependent on the policy and programs 

of executing the project. Therefore, for different time periods IR, i, and TB can be defined 

with different values which impacts the balancing point of the TES. Note: 0.03 is not a 

constant; it can be also changed depending on the project.  

Equation (8.16) can be also used for finding the correct number of the TES, by the 

trial method. For example one large TES is more beneficial or two/three smaller TESs 

with lower initial costs. The exact values of initial and operating costs, with actual IR, i, 

and TB of executing the project can be replaced in equation (8.16) to examine the case. 

8.5. Validation 

Since, the idea of this research is new, there are limited references to compare the 

outcomes with. However, partial validation with available literature and data are 

performed where were possible. In the next paragraph there are some validations of 

present study with previous research. In Chapter 9 also there are more validation for the 

study. 
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In section 8.3 TES was analyzed in instant time of charging and discharging 

stages. Figure 8.13 was plotted based on the expressions developed in the present study 

for an open system TES. A similar graph, is reproduced here (Figure 8.16) which was 

introduced by Krane through his research for the liquid bath (the closed system TES) 

[100]. As noted earlier, Krane’s approach was the second law of thermodynamics and he 

illustrated a complete performance cycle of the closed system TES in Figure 8.16. There 

is one charging stage followed by one discharging stage for the TES modeled by him. 

Since Krane study and the present study are on charging and discharging stages behavior 

of TES and in both studies only sensible heat is involve, the result of two studies can be 

compared in some extends. In both graphs (Figures 8.13 and 8.16) the trend of the 

charging stage is exponential and the trend of the discharging stage is exponential decay. 

One result of the present study (Figure 8.13) fit the general format of energy charging and 

discharging of storages. This is a partial validation for part of outcomes of the study.  

In section 8.4, parallel and serial configurations of TESs were compared and 

concluded that parallel configuration has superiority on serial in sense of additional 

recovered energy and energy efficiency. This conclusion was already obtained by 

Cruickshank  [124]. She set the experiment with three TESs in serial and parallel 

configurations while the system was categorized as open. She observed that parallel 

configuration of three TESs recovered more energy than three serial TESs; she confirmed 

her observations with TRANSYS simulation. In the present study TESs are considered 

closed and expanded to the grid configurations, with any number of serial or parallel 

TESs. It was shown analytically parallel configuration of TESs restores more energy than 

serial configuration. There is slightly difference between the systems of TESs (closed and 

open) of this study and Cruickshank, however, these studies are close enough to partially 

validate the outcome of the study.       
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Figure 8.16: A complete cycle of storage and removal process for a liquid bath TES [100] 

 

8.6. Closing Remarks 

The CT and TB have comparable performance but in opposite directions by increasing 

the inflation ratio. This is the substantial area by which policy writers can set CT and TB 

ratios for programs. For engineers, this is one of the key areas that assist in selecting the 

superior energy technology for the DE system. Project managers and engineers use the 

balance of the CT and TB as a column for their final conclusion.  

Based on the project circumstances, the Enviro-Economic Function, equation (5.19), can 

be differently applied for the following purposes: 

 Government strategy: to promote or demote energy technology applications 

by setting some regulations, policies, or incentive programs; 
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 Economic situations: to balance the budget of the project for launching as 

well as running the DE system; 

 Environmental concerns: to address environmental concerns regarding 

energy suppliers of the DE system; 

 Community configuration: to cover community demand for the DE system, 

which is reflected in policies; and 

The following outcomes are also gained from analysing the Enviro-Economic Function: 

 Non-fossil fuel technologies in the role of the energy supplier for the DE 

system not only have environmental benefits but can also be awarded tax 

benefit; 

 Natural gas technology as the energy supplier for the DE system is coupled 

with carbon tax; and 

 The tax policy, including the tax benefits and carbon tax, is a strong tool for 

fluctuation the overall cost of the energy supplier’s technology for the DE 

system. 

The TES charging and discharging behaviour is examined in the transient 

condition and the following terms are: 

 The charging temperature function and the charging temperature of the TES 

(Tc, Tc.max); 

 The charging energy flow function and the maximum heat flow capacity of 

the TES (Qc, Qc.max); 

 The discharging temperature function and the minimum charging 

temperature of the TES (Td, Td.min); 

 The discharging energy flow function and the maximum heat flow capacity 

of the TES (Qout, Qout.max); and 

 The function of performance cycle time of the TES (tcyc). 

The developed above functions interprets in some practical outcomes: 

 The maximum heat capacity of the TES, equation (8.2), the maximum 

temperature of the TES, equation (8.2), the maximum heat output of the 

energy flow rates, equation (8.6), the minimum temperature of the TES, the 
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equation (8.6) are beneficial for design engineers to satisfy design 

requirements. 

 By increasing the input energy flow rate, ( ̇in) the charging temperature of 

the TES is raised. 

 Increasing the ambient temperature, T0, raised of the charging temperature 

of the TES. 

 An increase in the heat transfer coefficient of TES insulations (U) decreases 

the charging temperature of TES. 

 The increase of the input energy flow rate ( ̇in) increases of the discharging 

temperature of the TES in the early stage of the discharge. 

 A decrease of outlet energy flow rate ( ̇out) increases the discharging 

temperature of the TES in the late stage of the discharge. 

The performance of various configuration of the TESs in the DE system 

investigated in this chapter. The purpose was to find the best TES configuration that can 

be integrated with the DE system and improve performance of the DE system. The goal is 

expanded to model finding the optimum number of the TESs for the best configuration. 

The results of investigations in this chapter are: 

 The parallel configuration of the TESs delivers more energy to the DE 

system in compare with other configurations, when stored energy is the 

same (     of 2 parallel TESs >      of one TES >      of 2 serial TESs > 

     of 2 2TESs). 

 Increasing the number of parallel TESs results in a higher delivered energy 

to the DE system by the TESs.  

 The efficiency of the set of the TESs is also improved by increasing number 

of parallel.  

 Analyzing Enviro-Economic Function for the TES applied in the DE system 

results in optimum number of the TESs in parallel configuration, where 

having the TES(s) is most beneficial, equation (8.16). This equation can be 

also used for finding the correct number of the TES, by trial method.  
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Chapter 9: CASE STUDY 

9.1. Introduction 

In this chapter some of the developed equations are applied on an actual district energy 

(DE) system assisted with solar energy which is upgraded with thermal energy storage 

(TES). In the first part the case study is analyzed with three different scenarios: working 

only with fossil fuel, fossil fuel and solar energy, and finally solar assisted fossil fuel 

integrated with a TES. Fuel consumption, fuel costs, and environmental impact of three 

scenarios are calculated to show not only the effect of solar energy but also solar energy 

assisted with a TES. In next part of the case study, TES of the DE system is analyzed with 

energy and exergy approaches and outcome is verified with previous studies. Not only by 

referring to outcome of the calculations but also by representing the previous studies and 

available data the performance of the TES are discussed. In the following, by knowing the 

performance of the TES, the DE system is analyzed from the energy and exergy 

characteristics. In more detail, the DE system is divided to three different working modes 

based on energy suppliers: Mode 1, natural gas as; Mode 2, natural gas and discharge 

energy of the TES; Mode 3, natural gas and direct solar energy of each modes are 

calculated separately. Finally, overall energy and exergy efficiencies of the DE system are 

calculated for a typical year. Following that, some suggestions for modification of the 

case study are proposed to increase the energy efficiency of the TES in the DE system; 

these suggestions are based on developed equation in this study. The actual case study is 

Friedrichshafen DE system which is located in Germany. 

9.2. Friedrichshafen District Energy System 

The first phase of the Friedrichshafen DE system included a hot water TES made of 

reinforced concrete with a volume of 12,000 m
3
 which served 280 apartments in multi-

family houses and a daycare, and included flat plate solar collectors with an area of 2700 

m
2 

[133].
 
Solar heat provided 24% of the total heat demand for district heating. In the 

second phase, district heating was expanded to a second set of apartments comprising 110 

units, and 1350 m
2 

of the solar collector area was added to the system. Moreover, two gas 
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condensing boilers were installed to cover the energy demand for district heating during 

periods when insufficient energy is available via the solar collectors and thermal storage.  

 

 

Figure 9.1: Historical variation of temperatures in and near the TES in the Friedrichshafen DE 

system [133], printed by permission 

 

The Friedrichshafen DE system contains two natural gas boilers, solar thermal 

collectors mostly located on building roofs, a central solar heating plant with seasonal 

heat storage (CSHPSS), heat exchangers to transfer heat between the thermal network and 

solar collectors, and a thermal network which distributes heat to consumers, as well as 

pipes, pumps, and valves. Water is the heat storage media and the heat transfer media 

circulating in the Friedrichshafen system.  

Historical temperature data for the Friedrichshafen DE system is presented in 

Figure 9.1. Data for a typical annual period is as follows: 
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- Return water (circulating media) from thermal network temperature: 55.4°C 

- Measured TES heat loss: 421 MWh 

- Storage efficiency: 60% 

- Thermal energy yield of solar collectors: 1200 MWh 

- Solar heat input to district heating network: 803 MWh 

- Overall heat delivery to district heating network: 3017 MWh 

- Heat delivered by gas boilers: 2310 MWh 

- Solar fraction: 26% 

- Maximum temperature in TES: 81°C (at top) 

The temperature of the return water is reported as an annual average, although in 

reality the return temperature varies depending on the time of day and season. The 

temperature and mass flow rate of the water, the building profile, and weather conditions 

affect the return temperature. Nonetheless, the temperature of the return water is here 

considered constant to simplify the calculations in this preliminary study, thereby 

permitting the main objective of assessing the role of the TES to be more clearly 

illustrated. 

It was reported that the designed temperature of the thermal network on average is 

70°C [30, 167].  

Over the limited data available for the Friedrichshafen TES and for simplification, 

the following is assumed. 

 When direct solar energy is not sufficient to cover energy demand, TES releases 

energy for the DE system. 

 Priority is with solar energy. This means it was assumed that the demand of the 

DE system is covered with solar energy; if solar is not sufficient then the 

TES/boiler is applied. 

 When there is still energy in the TES, the priority is to use stored energy in the 

TES rather than natural gas. 
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Heat losses in pipelines are neglected like a similar thermal system reported in 

China [44]. 

The year 2006 is considered as a typical year in the present analysis because this 

appears to be a typical year. Consequently, the TES temperature for each season is taken 

from Figure 9.1 for that year. Monthly temperatures during and near the TES for 2006 are 

listed in Table 9.1, along with the monthly environment temperature [168].  

The total energy loss of the TES during 2006, reported as 421 MWh, needs to be 

broken down by month. The TES in the Friedrichshafen DE system is built in the ground, 

so heat loss takes place mostly between the TES and the surrounding soil. Data are 

available for soil temperature 4.3 m under the TES. Here, this temperature is assumed for 

TES heat losses in all directions. Because the volume of underground Friedrichshafen 

TES is high at 12,000 m
3
, most of the TES is deep in the ground. Since the ground 

temperature is almost constant at a depth of 10 m, the majority of the surrounding soil is 

thus at a constant temperature, so a single ground temperature is used in all directions 

here for simplicity. The temperature difference between the TES and the soil 4.3 m below 

the TES is calculated for each month. The soil temperature is read from Figure 9.1 and 

listed in Table 9.1, which also contains the breakdown of the estimated received solar 

energy by month and season [129]. 

 Moreover, the sum of the monthly differences between the TES center 

temperature and the soil temperature for the year is 388°C (Table 9.1); these values are 

used as weighting factors in determining the monthly breakdown of the TES annual heat 

loss. That is, the energy loss for each month is calculated by multiplying its temperature 

difference by the ratio 421 MWh/388°C. For example, the TES heat loss for March is 

determined as: 

Q loss.TES = 421(30/ 388) = 32.6 MWh (for March) 
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Table 9.1: TES, soil and ambient temperatures during the year 2006 

Season/ 

Solar 

generation 

Month 
TES temp. 

(top), °C 

TES temp. 

(center), 

°C 

TES temp. 

(bottom), 

°C 

T0, °C 
Soil temp., 

°C 

∆T  

(Tave – soil 

temp.), °C 

Q loss.TES, 

MWh 

Spring / 

376.07 

MWh 

Mar. 60 56 52 3.4 26 30 32.6 

Apr. 70 61 56 9.9 25 36 39.1 

May 80 69 60 13.7 25 44 47.7 

Summer / 

473.33 

MWh 

Jun. 83 74 63 19.8 26 48 52.1 

Jul. 82 76 67 19.7 28 48 52.1 

Aug. 87 74 66 16.1 31 43 46.7 

Fall/ 

233.42 

MWh 

Sept. 74 65 58 17.9 34 31 33.6 

Oct. 60 59 50 13.0 35 24 26.0 

Nov. 54 52 51 6.6 34 18 19.5 

Winter / 

116.76 

MWh 

Dec. 51 50 48 2.7 32 19 20.6 

Jan. 54 52 50 –2.6 30 22 23.9 

Feb. 55 54 51 0.3 29 25 27.1 

       Ʃ=388 Ʃ=421 

   

Legend: ∆T is the temperature difference between the TES center temperature and soil temperature, Qloss.TES 

is TES heat loss in each month (estimation is explained in the text). Sources: Solar energy breakdown [129, 

133, 168] 

9.3. Energy and Exergy Analysis of Thermal Energy Storage in the 

Friedrichshafen District Energy System 

The main objective of this section is assessing the performance of an actual TES which is 

part of a solar assisted district energy system. The TES is analysed in charging and 

discharging stages with energy and exergy approaches. 

Energy and exergy parameters for the TES, evaluated with equations (6.2) to (6.9) 

during the charging months, account for thermal stratification. The average temperature 

for the TES at any stage is assumed fixed at 72°C (for which cp = 4.19 kJ/kg K). The 

energy and exergy efficiencies of the TES for the overall charging stage are determined 

using equations (6.10) and (6.11) as 54% and 24%, respectively. The TES in the 

Friedrichshafen DE system provides energy for the DE system when the top temperature 

of the TES is higher than 55.4°C; otherwise, the TES does not provide heating. From 

March to August, Qc and Qin for each month are increasing, which means the energy of 
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the TES is increasing every month compared to the previous month. This pattern is 

repeated in the exergy section: from March to August, the exergy level is increasing 

relative to the previous month. Thus, from March to August is the charging stage of the 

TES.  

From September, Qout has a higher value, meaning the TES loses energy 

compared to the previous month as this discharges energy to the Friedrichshafen DE 

system. Energy and exergy parameters for the TES during the discharging months are 

evaluated using equations (6.14) to (6.21). For the overall discharging stage, energy and 

exergy efficiencies are evaluated with equations (6.22) and (6.23) for the TES in the 

Friedrichshafen DE system, as 85% and 41%, respectively.  

Figure 9.2 is the result of the charging and discharging calculations of the TES in 

the Friedrichshafen DE system. This shows energy content of the TES in Friedrichshafen 

DE system. This can be observed from March to August energy level of the TES 

increases, in the charging stage, while in the Fall, energy levels drop, in the discharging 

stage.  

 

Figure 9.2: Energy content of the Friedrichshafen TES in 2006 
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Furthermore, results of the monthly calculations of the TES in Friedrichshafen are 

depicted in the form of the charging and discharging as Figure 9.3. This diagram 

demonstrates monthly performance of the TES in the form of the charging and 

discharging energy. This can be seen from the start of January charging of the TES 

because the day light starts increasing, ambient temperature is growing apparently heat 

demand decreases. From March, since the environment temperature and daylight rise and 

energy demand shrinks, therefore charging level is higher than discharging up to August. 

From that point, the ambient temperature and sunlight reduce; therefore, discharging 

happens in the TES faster than charging.  

 

Figure 9.3: Friedrichshafen DE System TES monthly charging and discharging in 2006 

 

Figure 9.3 is plotted based on the calculated data for year 2006, while actual 

performance of the Friedrichshafen DE system is influenced by some operational 

conditions which were not accessible. In this study, no operational condition is assumed 

over lack of operational information. Moreover, this was originally assumed that the 
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one reason to indicate why the major discharging happens in September and October. As 

mentioned previously, there must be some operational conditions that impact the 

prioritization of energy consumption. 

For the TES, the overall energy efficiency       is determined using equation 

(6.25) to be 60%. Similarly, the overall exergy efficiency ΨTES is calculated through 

equation (6.27) as 19%. 

9.3.1. Validation 

To validate earlier estimations regarding the TES in the Friedrichshafen DE system, one 

source is the study in which the TES was analyzed by Raab et al. in 2002 [134]. The 

authors state that the TES generally charges from May to August and discharges in the 

fall months. It is understandable, that this depends on the operating return temperature. 

The environment temperature also impacts the amount of the charging and discharging 

energy.  

Raab et al., presented data for the early years’ working of the Friedrichshafen TES 

[134]. Table 9.2 shows data for 2002 versus present study’s calculation results for 2006. 

The bold numbers are calculated in the present study. Based on the bold numbers, 

efficiency of the TES is about 60% which is the same as results of other references [115, 

136, 169]. Similarly, from 2002 data efficiency of the TES is 59% which is in good 

agreement with the present study findings, while heat data in 2002 are slightly different 

from 2006. Hence, up to this point it can be assured the assumption for the TES 

performance was reasonable, and energy efficiency result is in good agreement with the 

previous studies. 

Table 9.2: Data Comparison in 2002 and 2006 

Energy 2002 (MWh) 2006 (MWh) 

Energy provided by gas boiler 1772 2310 

Energy demand (Buildings + loss) 2423 3017 

Solar energy into DE 989 803 

Charged energy in TES 823 591 

Discharges energy by TES  485 353 

Heat loss by TES 338 238 
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It should be explained that uncertainty is not calculated because of two reasons, 

first data in 2002 are actual reported data and in 2006 are results of calculation in this 

study; and then, the return temperatures were very different in 2002 and 2006. 

Furthermore, ambient temperatures were slightly different. The actual performance 

diagram of the TES in the Friedrichshafen DE system in 2002 is presented in Figure 9.4 

by Raab et al. [134]. This diagram shows the energy content of the TES in that particular 

year (2002). In August the column is at its maximum, which means the TES is at its 

highest energy contents. The energy content of the TES increases between April and 

August, when it decreases through the fall. In addition, to the energy content of the 

Friedrichshafen, the bar charts in Figure 9.4 illustrate the charging and discharging of the 

TES in 2002, which occurs 11 months of the charging and 12 months of the discharging. 

This timing of the charging and discharging is in good agreement with the results of the 

present study. 

 

Figure 9.4: Charging and discharging heat store in 2002, Source: [134] 

 

In Figure 9.4, the trend of the energy content in the TES in the Friedrichshafen DE 

system in 2002 is similar to that presented in Figure 9.3 for 2006, which was the result of 

the present study. However, Raab et al. made Figure 9.4 based on actual data from the 
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Friedrichshafen DE system [134]. Accordingly, it can be concluded that the initial 

assumptions in this research closely resemble actual performance. 

Moreover, heat content of the TES depicted in Figure 9.4 for 2002 by Raab et al. 

is very similar to Figure 9.3 for 2006, which charts the results of the present study. 

However, there are some differences between the two graphs for the charging stage, 

especially for September and October. The difference is due to the following reasons: 

The returning water temperature in 2002 was 40  [134], while the returning 

water temperature in 2006 was reported as 55.4 . This difference is the key condition 

that defines the discharge stage period for the TES in the Friedrichshafen DE system. In 

other words, if the thermal conditions of 2002 were applied to 2006, there would be more 

discharge energy in November and possibly in December from the TES into the 

Friedrichshafen DE system.  

The wet condition of the TES insulation caused an increase of heat loss by the 

TES [134]. Faster use of restored energy in the TES is more efficient than use over a 

longer period. Thus, the bar charts for September and October 2006, show a higher 

discharge distribution compared in 2002. Furthermore, some valve malfunction and 

breakage in the TES in the Friedrichshafen DE system is not mentioned here because they 

were reported by [170, 170]. 

In addition, environment temperature difference between 2002 and 2006 in 

Friedrichshafen has a minor impact on the discharging energy from the TES.  

9.3.2. Impact of Return Water Temperature  

To show the impact of return water temperature, the energy availability of the 

Friedrichshafen DE system TES is depicted with four different returning water 

temperatures at T = 55.4 , T = 50 , T = 45 , and T = 40 . The first temperature is the 

actual return water temperature in 2006 and the last three temperatures are only 

assumption value to show the impact of returning water temperature. It should be mention 

that originally returns water temperature in 2002 was 40  [134]. Figure 9.5 demonstrates 

the energy availability of the TES with four various returning temperatures. As illustrated 
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in Figure 9.5, the increasing return water causes a drop of energy availability of the TES 

in the performance period. Furthermore, operating period of TES is also expanded by 

reducing the return water temperature.  

 

Figure 9.5: Energy availability of the TES in the Friedrichshafen DE system with return water 

temperature 

 

9.3.3. The Friedrichshafen Thermal Energy Storage Actual and Design 

Variances  

Raab et al. after years of observations explained that a moderate efficiency of 60% for the 

Friedrichshafen TES is due to heat loss [134]. The heat loss of the TES in the design stage 

was considered to be an annual maximum of 220 MWh. The actual heat loss is higher; in 

some years it was reported to be 360 MWh. The roots of higher heat loss are: 

 The main reason is the higher operational temperature of the Friedrichshafen 
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greater than what originally designed; this makes the lower temperature 
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available energy by the TES for the Friedrichshafen DE system, as explained in 

the previous section.  

 The lower third of the TES in the Friedrichshafen DE system is not thermally 

insulated. Since it was expected to have lower heat loss in the design stage. 

 Part of the insulation of the TES is also wet due to drainage of ground water. 

Insulation issues are the origin of extra heat loss for the TES. 

 Connection pipes as well as lengthy piping between heating plants and the 

TES, create noticeable heat loss and a drop in temperature from the TES outlet 

to the thermal network. 

Nußbicker-Lux also expressed that the annual heat discharge is low because the 

network return temperature is high [170]. Nußbicker-Lux added that due to low 

temperature of the TES, it was previously charged with boilers and for the recent years 

TES has not been an active part of the DE system. 

9.3.4. Economic Analysis of District Energy system Assisted with Thermal 

Energy Storage(s) 

Economic impact of the TES can be examined in two directions as: 

The cost of the TES(s) has added to the original cost of the DE system. The cost 

of the TES(s) is defined as initial and operating costs. The initial cost of the TES can be 

broken into installment payment of the loan by using equation (5.14). The operating cost 

of the TES(s) includes maintenance and insurance during the performance of the TES(s). 

The TES(s) assists the primary system to satisfy the heat demand of the 

consumers. Thus, through the presence of the TES(s) in the DE system, a smaller primary 

system can be applied, which means less capital can be allocated to the primary system. 

Apparently, lower operating cost for maintenance and insurance. Furthermore, lower 

consumption of fuel for the primary system as well. Consequently, there is a saving on 

both the initial and operating costs of the primary system. 
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9.5. Friedrichshafen District Energy Economic and Environmental 

Analysis 

In previous section, only the TES of the Friedrichshafen DE system was analysed. In this 

section, the Friedrichshafen DE system is examined from different aspects like energy 

and exergy. Some results for the Friedrichshafen TES that were obtained in previous 

section are applied to complete the calculations for the Friedrichshafen DE system. The 

Friedrichshafen DE system is noteworthy since the first district heating plants that 

assisted with solar energy and seasonal thermal storage were established under the 

―Solarthermie2000‖ program in the Friedrichshafen DE and Hamburg DE systems [9]. 

The success of the Solarthermie2000 program led to the realization of three more DE 

plants in Germany between 2007 and 2008 [171]. 

Some of the specifications of the Friedrichshafen DE system was introduced in 

previous section, in addition, two gas condensing boilers, with capacities of 750 kW and 

900 kW, were installed to allow energy demands on the district heating system to be met 

when they could not be provided by the solar collectors and/or thermal storage. 

Figure 9.6 depicts a simplified view of the Friedrichshafen DE system. Boilers 

and solar collectors are the heat suppliers. Solar energy flows directly through the thermal 

cycle when solar energy availability exceeds DE demand, as is typical in summer, while 

surplus solar heat is stored in the TES. When demand is greater than the heat generated 

by the solar collectors, the TES releases stored energy to the DE network.  
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Figure 9.6: A simplified diagram of the Friedrichshafen DE system 

Natural gas heats the Friedrichshafen DE system when there is inadequate solar 

heat. Boilers heat the circulating water to ensure it reaches a temperature of 83 °C. A heat 

exchanger is located between the thermal network (consumers) and the thermal cycle in 

which water circulates, and another heat exchanger sits between the solar collectors and 

the thermal cycle of circulating water. Solar heat passes through the latter heat exchanger 

to the thermal cycle of the Friedrichshafen DE system. 

9.4.1. Fuel Consumption 

The Friedrichshafen DE system needed 3,017 MWh of energy to operate the thermal 

network in 2006. This energy can be supplied by a natural gas boiler and/or solar energy. 

Hence, three cases are considered: 

 Case 1: Supply energy = Solar energy with the TES + Natural gas 

 Case 2: Supply energy = Solar energy + Natural gas 

 Case 3: Supply energy = Natural gas  
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Case 1: The boiler provides 2,310 MWh for the year 2006 to the Friedrichshafen 

DE system (reported data) to the thermal network. Assuming a 100% heating efficiency, 

the volume V1 of natural gas for replacing 2,310 MWh is estimated using the energy 

content for natural gas. The energy density based on higher heating value (HHV) for 

natural gas is 38 MJ/m
3
 [156]; by applying this heating value for natural gas, V1 can be 

computed as: 

V1 = 2,310 MWh/yr   3600 s/h / 38 MJ/m
3
 = 218,800 m

3
/yr 

From the data reported, the solar collectors generate 1,200 MWh/yr of heat and 

deliver 800 MWh to the DE system; the energy difference of 400 MWh represents heat 

loss from solar equipment. The efficiency of the solar collection subsystem is thus (800 

MWh)/(1200 MWh) = 0.67 (or 67%). 

Case 2: In winter, spring, summer and fall respectively there are 1.8, 5.8, 7.3 and 

3.6 effective sunny hours per day for Zurich, based on the NASA database in the 

RETScreen software [151], which is assumed representative of Friedrichshafen since it is 

located nearby. For roughly half of the spring and the fall there is a demand for space 

heating. For simplicity, it is assumed that there are six months of space and domestic hot 

water heating with 2.8 effective sunny hours per day, and six months of only domestic hot 

water heating with 6.5 effective sunny hours per day. Effective sunny hours per day are 

defined here for the summer and winter seasons as the average sunny hours per day over 

each six-month time frame. Figure 9.7 depicts the approximate distribution of sunny 

hours over a typical year in Friedrichshafen. 

By considering the temporal availability of the sun, the distribution of 1,200 

MWh, the solar energy provided by the solar collectors, over the year is as shown in 

Figure 9.8. This figure also shows the energy demand of the district heating system in the 

two different seasons (winter and summer). Based on data for residential buildings, gas 

consumption constitutes almost 85% of energy use in the winter period, and about 15% in 

the summer period. Given that the total heat demand of the Friedrichshafen DE system is 

3,017 MWh, the energy demand for the district heating system during the winter period is 



187 

 

3,017 MWh   85% = 2,564 MWh and during the summer period is 3,017 MWh   15% = 

453 MWh. 

Since the energy generated by solar collectors in the summer is 839 MWh, the 

surplus solar energy, which goes to waste, is 839 MWh – 453 MWh = 386 MWh. 

Therefore, the useable solar energy throughout the year for the DE system for case 2 is 

the solar heat generated in winter, 361 MWh, plus the useable solar heat in the summer, 

453 MWh, or 814 MWh. The actual solar heat produced can then be determined with the 

efficiency of the solar collection system, 0.67, and the available solar energy, 814 MWh, 

as 545 MWh. 

 

Figure 9.7: Approximate distribution of sunny hours per day over a typical year in the 

Friedrichshafen DE system 

 

 

Figure 9.8: Rough distribution of generated solar energy during the year 

 

The energy produced from natural gas (in the boilers) can be calculated as 3,017 – 

545 = 2,472 MWh, and the volume of natural gas required to provide this energy can be 

shown to be V2 = 234,190 m
3
/yr.  

Just domestic water, 6.5 Sun hr/day
Domestic water + space heating, 2.8 

Sun hr/day

Winter

WINTER                           

1.8 Sun hr/day

SPRING                           

5.8 Sun hr/day

SUMMER                           

7.3 Sun hr/day

FALL                           

3.6 Sun hr/day

Summer

WINTER                           

1.8 Sun hr/day  

116.76 MWh

SPRING                           

5.8 Sun hr/day  

376.07 MWh

SUMMER                           

7.3 Sun hr/day   

473.33 MWh

FALL                           

3.6 Sun hr/day  

233.42 MWh

Winter Summer

Domestic water + space heating, 2.8 

Sun hr/day                                        

Solar heat generated: 361 MWh 

Needed heat: 2564 MWh

Just domestic water, 6.5 Sun hr/day                                                                        

Solar heat generated: 839 MWh 

Needed heat:453 MWh
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Case 3: The boilers provide 3,017 MWh annually and solar energy is not utilized. 

Consequently, the volume of natural gas consumption, following the procedure in case 1, 

can be shown to be V3 = 285,821 m
3
/year. 

9.4.2. Fuel Costs 

The fuel cost depends on the contribution of solar energy to the energy input for the 

district heating system. The greater the solar energy utilization for the district heating 

system the lower is the demand for natural gas and the lower fuel cost for the district 

heating system. The natural gas consumption is evaluated here for the three cases under 

consideration. The average price of natural gas in U.S. currency was $7.87 per 1,000 ft
3
 

for industrial usage for the year 2006 according to the U.S. Energy Information 

Administration [67], and the price for residential use was slightly more than half that 

value. Note: that U.S. dollar values are used in this section, because it is been almost the 

same value as Canadian dollars for a while. Here, we treat the Friedrichshafen DE system 

as an industrial unit for costing purposes, and evaluate the fuel costs for the three cases.  

Case 1: When the boilers provide 2,310 MWh, by burning 218,842 m
3
 of natural 

gas, the solar collectors provide 1,200 MWh and the TES stores solar energy, the fuel cost 

is: 

(218,842 m
3
)   (35.31 ft

3
/m

3
)   ($7.87/1,000 ft

3
) = $60,814  

Case 2: When boilers provide 2,762 MWh through burning 234,190 m
3
 of natural 

gas, the solar collectors provide 1,200 MWh, but only 545 MWh is used by the district 

heating system, the fuel cost is: 

(234,190 m
3
)   (35.31 ft

3
/m

3
)   ($7.87/1000 ft

3
) = $65,078 

Case 3: When boilers provide 3,017 MWh and no solar energy is utilized, the fuel 

consumption is 285,821 m
3
 of natural gas and the fuel cost is (285,821m

3
)   (35.31 

ft
3
/m

3
)   ($7.87/1,000 ft

3
) = $79,427  
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9.4.3. Fuel Cost Saving 

Fuel cost savings are calculated here for the three cases considered relative to the fuel 

cost for case 3, which consumes the greatest amount of fuel. The annual fuel cost savings 

can be then shown to be as follows: 

 Case 1 (Natural gas, solar collectors, and TES): $79,427 – $60,814 = $18,613 

 Case 2 (Natural gas and solar collectors): $79,427 – $65,078 = $14,349 

 Case 3 (Only natural gas, the reference case): $0 

The above fuel cost savings are for the year 2006, and highly depend on fuel costs. 

To determine the precise economic advantages of the three cases, a more 

comprehensive financial analysis is required, which accounts for initial costs of the TES 

and solar collectors, maintenance costs and other economic factors. For the initial cost of 

the TES in the Friedrichshafen DE system, the federal government of Germany 

subsidized the total cost by 53% of the total costs, plus 24% of total cost of the 

connections between the solar collectors of the district heating system and the client 

facilities [172]. It should be note that a significant weighting was placed on sustainability 

rather than on economics in designing the TES in the Friedrichshafen DE system. It has 

been stated that the simple payback period based on energy cost saving is long [173]. 

Authors suggested that a return-on-investment analysis using a capital-recovery-factor-

based cost-to-benefit ratio as the most appropriate measure of total cost saving. 

9.4.4. Environmental Impact 

The use in the case study of TES technology in conjunction with renewable energy 

reduces environmental emissions by avoiding the combustion of natural gas. The 

environmental benefits include mitigation of climate change through reduced CO2 

emissions and the avoidance of emissions of pollutants such as CO, NOx and others. The 

quantity of environmental impact avoided can be estimated based on the properties of 

natural gas and its combustion characteristics. Table 9.3 lists typical emissions from 

natural gas combustion [174]. Using these data, the reductions in emissions for the cases 

considered, relative to the reference case, are determined below and presented in Table 
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9.4. That table shows the environmental impact reductions for Cases 1 and 2 relative to 

Case 3, which is the reference case in which boilers are the solar energy provider for the 

Friedrichshafen DE system.  

Table 9.3: Typical emissions associated with the combustion of one billion kJ of natural gas 

Pollutant emission Mass (kg) 

Carbon dioxide 50,301 

Carbon monoxide 19 

Nitrogen oxides (NOx)* 39.5 

Sulfur dioxide 0.427 

Particulates (ash) 3 

Mercury 0.000 

* NOx represents NO and NO2 in emissions, and in many publications NO and NO2 

are addressed as NOx. There is a tendency for NO to convert to NO2 in the presence 

of oxygen. NOx forms a small portion (approximately 0.08%) of natural gas 

emissions. 

Source: [174] 

Case 1: Solar collectors provide 800 MWh (3.8 billion kJ) annually to the 

Friedrichshafen DE system, avoiding the boilers from burning natural gas to generate this 

energy. The environmental avoided emissions for case 1 are given in Table 7.2. 

Case 2: Solar energy provides 547 MWh (2.6 billion kJ) annually to the 

Friedrichshafen DE system, again reducing natural gas consumption in the boilers. The 

resulting reductions in environmental emissions for case 2 are given in Table 9.4. 

Case 3: When the boilers provide 3,017 MWh and solar energy is not utilized, all 

energy is provided to the DE system by burning natural gas. This is the reference case 

against which reductions in environmental emissions are evaluated for cases 1 and 2 (see 

Table 9.4). 
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Table 9.4: Reductions in environmental emissions (in kg) for Cases 1 and 2 relative to the reference 

case (Case 3) 

Pollutant Case 1  Case 2 

Carbon dioxide 191,100 130,800 

Carbon monoxide 72.2 49.4 

Nitrogen oxides 150 103 

Sulfur dioxide 1.62 1.11 

Particulates 11.4 7.80 

 

9.4.5. Discussion on the Friedrichshafen DE system 

The results of the case study are summarised in Table 9.5, which shows that the use of 

TES increases fuel cost savings and decreases fuel consumption during operation. It is 

also observed that solar collectors plus TESs are more effective than solar collectors 

alone, in terms of increasing solar fraction and reducing emissions. TES enhances the 

reduction in fossil fuel consumption manner associated with solar collector use. Relative 

to Case 3, the reference case in which natural gas boilers supply all energy required by 

the Friedrichshafen DE system, Case 2, which utilizes boilers and solar collectors but no 

TES, achieves a 18% reduction in fuel consumption for 2006, while Case 1, which adds a 

TES to Case 2, achieves an annual fuel consumption reduction of 23%. The annual 

operating cost reductions follow similar patterns: 18% for Case 2 and 23% for Case 1. 

 

Table 9.5: Summary of fuel and fuel cost savings for Cases 1 and 2 relative to the reference case 

(Case3) 

  
Case 1 

(boilers + solar energy + TES) 

 Case 2 

(boilers + solar energy) 

Annual fuel saving (m
3
)  66,979 51,357 

Annual fuel saving (%)  23 18 

Annual fuel cost saving ($)  18,613 14,349 

Annual fuel cost saving (%)  23 18 

Comparing Cases 1 and 2 highlights the role of TES in achieving the annual fuel 

and fuel cost savings. The relative improvement in the reduction in annual fuel use for 

Case 1 compared to Case 2 can be evaluated as: 

(66,979 – 51,357)/51,357 = 0.30 (or 30%) 
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while the improvement in the reduction in annual fuel cost is: 

(18,613 – 14,349)/14,349 = 0.30 (or 30%) 

That is, a 30% greater reduction in natural gas consumption is achieved with Case 

1 compared to Case 2. Similarly, a 30% greater reduction in natural gas costs is achieved 

with Case 1 compared to Case 2.  

The three cases differ in terms of environmental impact during operation 

depending on fuel consumption in the boilers. Solar collectors produce heat for the 

Friedrichshafen DE, thereby reducing demand for natural gas. The environmental impacts 

for Cases 1 and 2, relative to Case 3 (the reference case), are summarized in Table 7.2. It 

can be seen that the use of solar collectors in Case 2 avoids an annual release of 130 tons 

of CO2 into the atmosphere, while the use of solar collectors with TES in Case 1 avoids 

the release of 191 tons.  

The difference between Cases 1 and 2 is the incorporation of TES in the design of 

Case 1. The reduction in environmental emissions of carbon dioxide is improved in Case 

1 relative to Case 2 by  

(191,100 – 130,800)/130,800 = 0.46 (or 46%) 

This percentage reduction attributable to utilization of TES is also obtained for 

other pollutants.  

9.5. Friedrichshafen DE System Energy and Exergy Analysis  

In this study, energy and exergy analyses to the Friedrichshafen DE system and its 

various possible operation modes during a year are performed, and energy and exergy 

efficiencies for the system during the different operating modes are determined.  

A energy model is developed for a DE system which utilizes solar thermal energy 

and TES which is representative of the Friedrichshafen DE system and which facilitates 

thermodynamic analysis (see Figure 9.9). In this system solar collectors and condensing 

boilers provide energy for the Friedrichshafen DE system. During some periods, the solar 
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collectors provide more thermal energy than the demand and the excess is stored in the 

TES. When solar collectors cannot provide sufficient solar energy, the TES releases 

stored energy to the DE system. Arrows show the direction of the energy via heated fluid. 

Figure 9.9 shows all possible modes for the Friedrichshafen DE system. Each mode is 

explained with energy movement direction in the following sections. 

 

Figure 9.9: Simplified illustration of Friedrichshafen DE system, showing flows of energy 

Legends: Qng represents energy by natural gas, Qs stands for solar energy, and Qd is demand energy of the 

Friedrichshafen DE system  

9.5.1. Operating Modes of the Friedrichshafen DE System 

The Friedrichshafen DE system, which is assisted by solar thermal energy and coupled 

with a TES, has three main operating modes, each of which is described separately in this 

section.  

 Mode 1: The DE system uses fossil fuel only. 

 Mode 2: The TES releases stored thermal energy to the DE system and is 

complemented by fossil fuel.  

 Mode 3: The DE system is driven by solar energy and fossil fuel. 

It should be mentioned that there is another mode which solar collectors generates 

energy more than the DE system demand. In this mode the excess heat is stored in the 
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TES system. This mode is the storage stage of the TES. The charging stage was 

calculated already in Chapter 6 and results are used in the present study. Since in this 

mode, only solar collectors and the TES are involve, the thermal network is out of this 

performance and that is the reason this mode is not considered as Mode 4 for the 

Friedrichshafen DE system.  

9.5.1.1. Operating Mode 1  

In operating Mode 1, which is depicted in Figure 9.10, natural gas is the only source of 

heating. The solar panels and the TES do not operate. Circulating media flows to the 

thermal network, where it transfers heat to users, and returns at a lower temperature to the 

boilers. The temperature at the inlet to the boilers is almost the same as that of the 

returned circulating media from the thermal network. Energy losses for pumps, valves, 

splitters and pipes are small so they are neglected throughout. Mode 1 occurs when the 

TES is discharged and the available solar energy is either insufficient or unavailable to 

satisfy the demand of the DE system.  

 

Figure 9.10: Operating Mode 1 for Friedrichshafen DE system, showing flows of energy 

 

In the thermodynamic analysis, each component is considered within a control 

volume for all modes. In Figure 9.10, Qng1 is the energy supplied by the natural gas and 
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Qnet1 is the useful energy delivered to the consumer. Applying equation (7.1) to the Mode 

1 operating period, Qd1 can be expressed as: 

Qd1 = Q1 – Qloss.TN (9.1) 

where Qloss-TN denotes the energy loss of the thermal network, and Q1 is the energy 

supplied by natural gas to the Friedrichshafen DE system by the condensing boilers with 

energy efficiency ηh that can be expressed as follows:  

ηb= Q1/Qng1 (9.2) 

The energy efficiency of the Friedrichshafen DE system for the Mode 1 can be 

expressed as:  

η1 = Qd1/Qng1  (9.3) 

 

Figure 9.11: Thermal network during operating Mode 1, showing flows of energy 

 

An exergy analysis of the solar assisted DE system for operating Mode 1 is carried 

out, using Figures 9.10 and 9.11. The latter shows the circulating media flows in the DE 

thermal network. The exergy of the net energy demand for Mode 1, Exd1, can be 

determined as: 

Exd1 = m1[hin – hout – T0 (sin - sout)] (9.4) 

Here, hout and hin are specific enthalpies of the circulating media outlet from and inlet to 

the thermal network respectively (Figure 9.13). sout and sin are the corresponding specific 

entropies. T0 denotes the temperature of the reference environment. m1 denotes the mass 
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of the circulating media that passes through the thermal network during the period of 

operation, which can be determined as follows: 

m1 = 
   

     
 (9.5) 

where ΔT is the temperature difference between the inlet from and the outlet to the 

thermal network, and cp denotes the specific heat at constant pressure of the flow m1. The 

exergy of the flow Qng1, Exng1, is expressed as: 

Exng1 = R Qng1  (9.6) 

Here, R is the energy grade function for the fuel. A value of 0.913 for the energy grade 

function natural gas was reported [13]. The exergy efficiency for the system during Mode 

1, Ψ1, can be written as: 

Ψ1 = 
     

     
  (9.7) 

During this mode, condensing boilers are the only source of energy. Water has no 

circulation in the TES or solar collectors. Water, with a temperature of 83°C, flows into 

the thermal network, transfers heat to the thermal network, and then returns from the 

thermal network outlet at 55.4°C to the boilers. The Friedrichshafen DE system operates 

in Mode 1 during November, December, January, and February, because the TES is 

discharged and the available solar energy is insufficient to satisfy the Friedrichshafen DE 

system’s demand. Table 9.6 shows the spreading of Mode 1.  

Table 9.6: Mode 1 performance distribution during the year (2006)  

 

The performance of the Friedrichshafen DE system in Mode 1 is evaluated with 

Equations (9.1) to (9.7) and depicted in Table 9.9. 

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Mode 1 Mode 1
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9.5.1.2. Operating Mode 2  

During Mode 2 (Figure 9.12), TES operation is added to the system described in 

operating Mode 1; however, solar collectors are not operating yet. The storage media in 

the TES is already heated by extra energy from the solar thermal collectors after feeding 

the Friedrichshafen DE system. The preheated storage media from the TES flows through 

the condensing boilers. The circulating media receives energy partially from fossil fuel 

and partially from the TES. The TES discharges its stored surplus solar energy to the DE 

system because there is an energy demand and solar energy is unavailable. 

 In Figure 9.12, Qng2 is the fossil fuel energy input to the control volume, Qs2 is the 

thermal energy discharged from the TES and Qd2 is the useful energy product for Mode 2. 

With equation (7.1), it can be yield: 

Qs2 + Q2 = Qd2 + Qloss.TN (9.8) 

Qs2 = Qrec  (9.9) 

 

 

Figure 9.12: Operating Mode 2 for the Friedrichshafen DE system, showing flows of energy 
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where Q2 denotes the energy from the fossil fuel that is input to the thermal network in 

Mode 2, and Qrec is the total energy recovered in the TES discharge stage. Details of Qrec 

are given in Chapter 6 where the TES charging and discharging performance was 

analysed for the TES in the Friedrichshafen DE system. The energy efficiency of the 

boiler is given by: 

 ηb= Q2/Qng2 (9.10) 

The energy efficiency for the DE system in Mode 2, η2, can be written as:  

η2 = Qd2/(Qng2 + Qrec)  (9.11) 

An exergy balance for the solar assisted DE system in Mode 2 is written: 

Exd2 = m2 [hout – hin – T0 (sout - sin)] (9.12) 

where Exd2 represent exergy of Qd2, and m2 is the mass of the circulating media passing 

through the thermal network during the operating period, which can be determined as: 

m2 = 
   

     
 (9.13) 

Here, ∆T is defined as for Mode 1. The exergy of the fossil fuel entering the heater during 

Mode 2, Exng2, and the exergy of Qs2, Exs2, can be written as  

Exng2 = R Qng2 (9.14) 

Exs2 = Exrec (9.15)  

where Exrec represents the exergy recovered from the TES, which has been assessed 

previously in Chapter 6. The exergy efficiency for the solar assisted DE system during 

Mode 2,   , is expressed as: 

   = 
    

          
  (9.16) 

During this mode, the TES operates with the boilers. Water in the TES is 

previously heated by surplus energy from the solar panels after feeding the DE system. 
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This preheated water is discharged from the TES and enters the boilers when a significant 

demand for thermal energy exists. Mode 2 proceeds until the TES water temperature 

exceeds the thermal network temperature (55.4°C). The duration of Mode 2 is September 

and October, based on the calculations of Chapter 6, which is depicted in Table 9.7. 

Table 9.7: Modes 1 and 2 performances distribution during the year (2006) 

 

Energy and exergy parameters are evaluated with Equations (9.8) to (9.16) and 

listed in Table 9.9.  

9.5.1.3. Operating Mode 3 

During the third mode (Figure 9.13), solar collectors and fossil fuel heater equipment 

both provide energy for the solar-assisted DE system and the TES is not active. The solar 

energy is transferred directly to the fossil fuel heater for supplemental heating. Mode 3 

occurs when there is a heat demand while sunlight is available. This mode can occur 

throughout the year, but it is less common in the summer when solar collectors receive 

more solar energy due to the longer days. 

 

Figure 9.13: Operating Mode 3 for the Friedrichshafen DE system, showing flows of energy 

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Mode 1 Mode 2 Mode 1
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In Figure 9.13, Qng3 and Qs3 are the energy supplied to the control volume by the 

natural gas and the solar collectors, respectively. Qd3 is the useful energy delivered during 

Mode 3. Q3 is the parameter introduces for Mode 3; from other side the annual fossil fuel 

consumption is known and fossil fuel energy used in Modes 2 and 3 are calculated in 

previous sections. Thus,Q3 is difference between annual consumption and summation of 

Q1 and Q2. This can be written as: 

Q3 = Qd – (Q2 + Q1) (9.17) 

 With Equation (7.1), the following energy balances is yield for the DE system for 

Mode 3: 

Qd3 = Q3 – Qloss.TN (9.18) 

The quantity Qs3 can be expressed as: 

Qs3 = Qs – Qin.TES (9.19) 

where Qs is the total solar energy collected and Qin-TES is the solar energy input to the TES 

during the charging stage. The latter quantity, (Qin.TES) has been examined in detail 

previously in Chapter 6. 

Similarly, Q3 = Qng3 + Qs3 where Qng3 is the energy the fossil fuel heater inputs to the 

thermal network. Then, 

Qng3 = (Q3 – Qs3) (9.20) 

The energy efficiency for the Mode 3, η3, is written as: 

η3 = Qd3/(Qng3 + Qs3) (9.21) 

An exergy balance for the Friedrichshafen thermal network during Mode 3 can be 

written by as: 

Exd3 = m3 [hin – hout – T0 (sin- sout)] (9.22) 
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Here, Exd3 of is the exergy of the energy Qd3, hout and hin, are specific enthalpy, and sout, 

sin, are specific entropy from/to thermal network. m3 denotes the mass of the circulating 

media passing through the thermal network during the operating period, which can be 

determined as follows: 

m3 = 
   

     
 (9.23) 

where ∆T is the temperature difference between inlet and outlet circulating media for the 

thermal network. Moreover, the exergy associated with the fuel energy Qng3, Exng3, can be 

expressed as 

Exng3 = R Qng3  (9.24) 

and the exergy of Qs3, Exs3, is written as  

Exs3 = Qs3 (9.25) 

The exergy efficiency of the solar assisted DE system for Mode 3, Ψ3 is expressed 

as: 

Ψ3 = 
     

          
 (9.26) 

During Mode 3, solar thermal collectors and boilers both provide energy for the 

Friedrichshafen DE system, and the TES does not operate. Water flows from the solar 

collectors at 81°C directly to the boilers. Mode 1 occurs throughout the year as shown in 

Table 9.8.  

Table 9.8: Modes 1, 2, and 3 performances distribution during the year (2006) 

 

            

            

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Mode 1 Mode 2 Mode 1Mode 3



202 

 

The DE system performance in Mode 3 is evaluated with equations (9.17) to 

(9.26) and described in Table 9.9. 

Table 9.9: Performance of Friedrichshafen DE system for different operating modes 

 

Input of 

Natural gas to 

the DE 

sys.(MWh) 

Input of Solar 

energy to the 

DE 

sys.(MWh) 

Energy 

Demand of the 

DE sys. 

(MWh) 

  

(%) 

Natural Gas 

Exergy 

(MWh) 

Solar 

Exergy 

(MWh) 

Demand 

Exergy 

(MWh) 

Ψ 

(%) 

Mode 1 Qng1: 1464.92 na Qd1: 1222.18 83 Exng1:1337.47 na Exd1: 305.17 23 

Mode 2 Qng2: 168.93 Qs2: 350.72 Qd2: 466.06 90 Exng2: 154.06 Exs2: 43.15 Exd2: 70.00 35 

Mode 3 Qng3: 214.78 Qs3 : 611.92 Qd3: 746.46 90 Exng3: 196.10 Exs3: 147.86 Exd3: 125.30 36 

 

9.5.2. Efficiencies of the Friedrichshafen DE 

In order to estimate the energy efficiency we assess the performance of the solar assisted 

DE system as a whole system, operating in all modes. This approach is simplistic but, by 

generalizing conditions like ambient temperature over the year, loses some accuracy. 

With the general approach of finding energy and exergy efficiencies, the 

performance of the DE system is considered over an entire year. For simplicity, it is 

assumed that the system acts in a cyclic manner over a year, and the system returns to its 

initial state after one year. A total quantity of solar energy (Qs) is supplied to the DE 

system, directly (Qs2) and through the TES(Qs3), and the condensing boilers operate to 

provide heat to the DE system by using a total amount of natural gas (Qng= 

Qng1+Qng2+Qng3). The total demand of the DE system is deducted by the network loss to 

determine the net heat demand (Qd=Qd1+Qd2+Qd3). Figure 9.9 depicts the general thermal 

cycle, which combines various operating modes. The energy movement directions of all 

possible modes for the Friedrichshafen DE system are depicted in Figure 9.9. 

We consider a control volume the entire system in the thermodynamic analysis. 

Qng and Qs are the energy externally supplied to the control volume and Qd is the annual 

useful energy delivered. Qng denotes the fuel energy entering the fossil fuel heater and Qs 

is the total solar energy collected by the solar panels. With Equation (7.1), it can be 

written:  
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Qng + Qs = Qd + Qloss.TN + Qloss.TES (9.27) 

η = Qd / (Qng + Qs) (9.28) 

By replacing equivalent amount for Qd, Qng, and Qs from modes 1, 2, and 3 in 

above equation, the thermodynamics efficiency of the solar assisted DE system is 

expressed as the following equation: 

η = (Qd1 + Qd2+ Qd3)/(Q1+ Q2+ Q3+ QS2+ QS3)  (9.29)  

Since Qin.c= QS2, then value of all items in the above equation is known. η expresses the 

energy efficiency of the solar assisted DE system, other parameters are introduced 

already. 

  = (Exd1 + Exd2+ Exd3)/(Ex1+ Ex2+ Ex3+ ExS2+ ExS3)  (9.30)  

By knowing ExS2= Exin.c above equation can be calculated denotes the exergy efficiency 

of the solar assisted DE system, other parameters are defined in earlier paragraphs.  

The total efficiency of the Friedrichshafen DE system can be estimated by using 

equations (9.20) and (9.30) for energy and exergy efficiencies. Energy efficiency of 87% 

and exergy efficiency of 27% are results of applying equations (9.20) and (9.30) on the 

Friedrichshafen DE system.  

9.5.3. Discussion on Energy and Exergy of the Friedrichshafen District 

Energy System 

Energy and exergy efficiencies of the Friedrichshafen DE system in three different 

thermal process modes are tabulated beside the total Energy and exergy efficiencies of 

that DE system in Table 9.10. 

Table 9.10: Energy and Exergy Efficiencies of the Friedrichshafen DE system 

  (%)   (%) 

Mode 1 (NG) 83 23 

Mode 2 (NG & TES) 90 35 

Mode 3 (NG & Direct Solar) 90 36 

Total (Annual) 87 27 
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Operating Mode 1 is totally dependent on the natural gas as boilers are the only 

source of energy; this mode has the lowest energy and exergy efficiencies, 83% and 23% 

respectively, compared to the other modes. When solar collectors indirectly through the 

TES provide heat for the DE system in Mode 2 and, in this mode; the energy and exergy 

efficiencies boost up to 90% and 35%, which is an improvement for the Friedrichshafen 

DE system relative to Mode 1. In Mode 3, solar energy directly assists the boilers and the 

energy and exergy efficiencies increase to 90% and 36% in compare with Mode 1 values. 

This comparison shows the positive impact of TES and solar panels in improvement of 

Friedrichshafen DE system. 

The total energy and exergy efficiencies are driven with the concept of adding up 

the input and output energy during modes 1, 2, and 3. The energy and exergy efficiencies 

is then estimated during a typical year performance of Friedrichshafen DE system. The 

total energy and exergy efficiencies are also higher than the energy and exergy 

efficiencies of the DE system when is just working with the fossil fuels. This happens 

because of applying solar collectors and TES in the thermal processes in Friedrichshafen 

DE system. Solar collectors and TES supply more efficient energy to the DE system; 

therefore, the total energy and exergy efficiencies of the Friedrichshafen DE system 

increase.  

The result of this study enforces the positive role of the TES in solar assisted DE 

system like the Friedrichshafen DE system. 

9.6. Friedrichshafen District Energy System Modification 

Friedrichshafen DE system and its TES were analysed in details with available data in 

previous sections. Energy and exergy efficiency of the TES as well as DE system were 

calculated. Furthermore Friedrichshafen DE system investigated with economic and 

environmental approaches. Results of investigations shows there are room for 

improvement of the Friedrichshafen DE system. By applying outcomes of the present 
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study some modifications for the Friedrichshafen DE system can be suggested in this 

section. 

Prior to initiate further analysis of the Friedrichshafen DE system an extra 

condition should be considered. Charging of the TES is happening without any 

interruption, there is no storing stage, and discharging the TES occurs continually. This 

assumption is only for proceeding investigation. In the reality, there are many 

interruptions during charging and discharging, because the surplus solar energy, which 

dumps in the TES, has not constant rate. Furthermore, the surplus solar energy is not 

always available. Therefore, charging of the TES in the Friedrichshafen DE system 

occurs with many interruptions. In the same way, discharging of the TES is not in a 

constant rate, because there demand changes during the day. Moreover, when direct solar 

energy is available, discharge energy of the TES is not consumed. The shape of the TES 

in the Friedrichshafen DE system is assumed as a huge drum with height of 15 m and 

diameter of 32 m. U is assumed 0.6 W/m
2
K, then UA of the TES is 1870 W/K. 

Apparently Kc = 4.9 and Kd = 3.3 are respectively by using equations (6.36) and (6.41). T0 

= 298 K by using Table 9.1, Ti = 328.4 K since returning temperature of the water is 55.4 

˚C. Qin to and Qout from the TES are respectively 591 MWh and 353 MWh in 2006 as 

calculated and shown in Table 9.2. Energy efficiency of the TES was calculated for 60% 

and it was validated with previous studies. Here, it is assumed the TES is replaced with 

two smaller TESs in parallel configuration. The height of each TES is 7.5 m with the 

volume is 6000 m
2
. Qin divides equally into two parallel TESs. Qout and energy efficiency 

for set of TESs are calculated in this condition by using equations (8.4) and (6.106). 

Results are depicted in Table (9.11). In the same way the TES is replaced with three 

parallel TESs with height of 5 m and volume of 4000 m
2
. The same as previous scenario 

Qin distributes equally among three parallel TESs. In this circumstance, Qout and energy 

efficiency for set of TESs are calculated by using equations (8.12) and (6.106). Numerical 

outcomes are also illustrated in Table 9.11. 
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Table 9.11: Discharged Energy and Energy Efficiency of the Friedrichshafen DE system in different 

configurations 

TES 

Configuration 

 

Height 

(m) 

Ref. Equations 

Energy to the 

Friedrichshafen DE 

System (MWh) 

TES(s) 

Energy 

Efficiency 

(%) 

One TES 15 Table 9.2, (6.106) 353 60 

Two Parallel TESs 7.5 (8.4), (6.106) 463 78 

Three Parallel 

TESs 
5 (8.7), (6.106) 541 91 

 

Table 9.11 shows by increasing the number of the TESs discharged energy is 

increased and apparently the energy efficiency of the TESs is increased as well. 

Therefore, more energy is available for the Friedrichshafen DE system, then there is less 

need for burning the natural gas and less CO2 emissions. If this analysis was performed 

prior to construction of the TES in the Friedrichshafen DE system, it could have been 

applied and DE system could re-designed for a smaller primary equipment. This means 

less natural gas consumption and smaller equipment which are less cost for the 

Friedrichshafen DE system. Note: the optimum number of the TESs for the 

Friedrichshafen was not calculated over lack of the financial data regarding construction 

of TES. 

9.7. Friedrichshafen District Energy System Storage Modification 

The TES in the Friedrichshafen DE receives energy when there is surplus solar energy, 

and that energy is available when the sun is shining and there is no need for solar energy 

by the Friedrichshafen DE. This condition is not happening on schedule, it is totally 

depending on the nature. Furthermore, the rate of surplus energy fluctuates with sun ray 

intensity and by the Friedrichshafen DE demand. Charging may occur for some hours per 

each day or not happening at all. Therefore, charging the TES in the Friedrichshafen is 

happening intermittently. That is the reason charging the TES in the Friedrichshafen DE 

happening in about 5 months. If the rate of surplus solar energy was constant, charging of 

the TES in the Friedrichshafen DE would occur much faster. Here, this condition is 

assumed to test impact of the charging energy flow rate and the charging time on the TES 
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in the Friedrichshafen DE system. It is also assumed that the shape of the TES in the 

Friedrichshafen DE system is a huge drum with height of 15 m and diameter of 32 m. U 

is assumed 0.2 W/m
2
K, then UA of the TES is 623 W/K. Apparently Kc = 4.9 is by using 

equations (6.36). T0 = 298 K by using Table 9.1, Ti = 328.4 K since returning temperature 

of the water is 55.4 ˚C. By using equation (8.1) Tc.max is calculated in different conditions 

for the TES in the Friedrichshafen DE system. Table 9.12 shows the outcomes. 

Table 9.12: Impact of Fluctuations of charging time and energy flow rate on the charging 

temperature of the TES in the Friedrichshafen DE system 

Charging Time (hr) Charging energy flow rate (W) Tc.max (˚C) 

36 39583 88.5 

36 29678 72.6 

36 19792 56.8 

54 26389 67.3 

63 22619 61.3 

72 19792 56.8 

 

Table 9.12 shows that by decreasing the charging energy flow rate in similar 

charging time, the charging temperature capacity (Tc.max) of the TES in the 

Friedrichshafen DE system reduces. This can be observed in the first three rows of the 

results in Table 9.12. The next three rows in that table shows by increasing the charging 

time energy flow rate decreases when a similar amount of energy is charging into the TES 

in the Friedrichshafen DE system. Furthermore, it shows that by enlarging the charging 

time, the charging temperature capacity decreases. This numerical test on the TES in the 

Friedrichshafen DE system depicts that the outcome of reducing charging flow rate to 

half in the constant time is equal to doubling the charging time when the charging energy 

is constant. In both cases the charging temperature capacity are the same. These two cases 

are distinguished with gray in Table 9.12. 

9.8. Closing Remarks  

The TES in the Friedrichshafen DE system has been analysed. The input energy and 

exergy to the TES during the charging are energy and exergy which are harvested by 
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solar collectors, mainly in the spring and summer, and the stored energy and exergy are 

subsequently discharged to the Friedrichshafen DE system. Energy and exergy analysis of 

the TES in the Friedrichshafen DE system is an application of some of these developed 

equations. Furthermore, the analysis provides a practical insight for actual TES as part of 

the DE system. The TES of the Friedrichshafen DE system was estimated for the 

following parameters: 

 The monthly charging and discharging energy of the TES in 2006; 

 Energy and exergy level of the TES during the year 2006; and 

 The overall energy and exergy efficiencies of the TES which are 60% and 

19%, respectively.  

The finding of the TES in the Friedrichshafen DE system shows: 

 By increasing the return media temperature, the exergy of the TES reduces. 

Furthermore, by the comparing the performance of the Friedrichshafen DE system TES in 

2002 and 2006, the following conclusions can be written: 

 The pipe lengths from/to the TES, number and performance of valves, design and 

leakage risk factor of the TES insulations, and the return media temperature, are 

important factors that should be seriously studied prior to build the actual TES. 

 Variance between original designed specifications of the above factors with the 

actual one in practice caused the moderate performance of the TES in the 

Friedrichshafen DE system. 

In the Friedrichshafen DE system, surplus solar heat in the spring and summer is 

stored for subsequent use in the fall. Without TES, this surplus energy would be wasted. 

TES thereby enhances the benefits of using solar energy in the DE system.  
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 It is observed that adding solar collectors to the Friedrichshafen DE system 

reduces 18% of natural gas usage in compare with system when only uses 

natural gas. 

 In is also observed adding the TES to the solar collectors in the Friedrichshafen 

DE system reduces 23% of natural gas consumption in compare with the 

system only used natural gas. 

 Adding the TES to the solar collectors reduces annual fuel use and fuel costs by 

30% in the Friedrichshafen DE system, reducing the use of natural gas boilers.  

 The use of TES is also advantageous environmentally, reducing emissions to 

the atmosphere such as CO2 by 46% in the DE system.  

Solar thermal technology and TES are two methods of modification of DE 

systems. Both are applied in Friedrichshafen DE system to increase the performance of 

the DE system. For estimating the energy and exergy efficiencies of the Friedrichshafen 

DE system, it is been divided to three thermal process modes. Each mode is analysed 

thermodynamically separately. Comparison of modes verifies that when: 

 Friedrichshafen DE system works just with natural gas has lower energy and 

exergy efficiencies while solar collectors and TES are assisting natural gas 

energy and exergy efficiencies are much higher (Table 9.10). Note: this 

comparison is theoretical to demonstrate positive impact of solar energy and 

TES in performance of the Friedrichshafen DE system in form of energy and 

exergy efficiencies improvement. 

 The actual performance of the Friedrichshafen DE system is combination of 

three modes. In the annual performance of Friedrichshafen DE system the total 

energy efficiency is 87% while the exergy efficiency in a typical year is 27%. 

These numbers are norm of energy and exergy efficiencies of three thermal 

process modes of the Friedrichshafen DE system (Table 9.10). 

The advantages of incorporating TES in the DE system, in terms of enhancing the 

use of solar thermal energy, suggests TES is likely going to become increasingly 

important and utilized in industry, power generation and DE as use of renewable energy 

expands. 
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The discharged energy by the TES in the Friedrichshafen DE system can be 

increased by replacing the TES with two or three smaller TESs with parallel 

configuration (Table 9.11). 
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Chapter 10: CONCLUSIONS AND 

RECOMMENDATIONS  

10.1. Major Findings 

The Enviro-Economic Function (for balancing the economic and environmental aspects 

of energy resources technologies in DE systems) was developed. By applying the 

obtained equation, various energy resources can be examined. The Enviro-Economic 

Function was also expanded for the TES(s) to find the correct number of TES(s) 

integrated in the DE system. Some practical outcomes of using Enviro-Economic 

Function are as follow:  

 Non-fossil fuel technologies in the role of the energy supplier for the DE 

system not only have environmental benefits but can also be awarded tax 

benefit; 

 Natural gas technology as the energy supplier for the DE system is coupled 

with carbon tax; 

 The tax policy, including the tax benefits and carbon tax, is a strong tool for 

fluctuating the overall cost of the energy supplier’s technology for the DE 

system; and 

Various configurations of the TES, including series, parallel, and general grid, 

were developed. The characteristics of various configurations were 

established as functions of TES properties (Td.u,v, Qout.u,v, ηTES, and ΨTES). The 

following are practical results of grid configurations: 

 In the general grid configuration, every TES in every row is independent from 

other rows. However, in each line, circulating media is the same when there is 

no heat exchanger between the TESs in the line. Furthermore, the flow 

condition is applied to the TES in each line (Td.u,v > Ti.u,v+1 . 
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 The total input energy to TES(s) in any configuration is equal to the product of 

initial energy by efficiency of the heat exchanger by efficiency of the set of the 

TES (∑         
 
    = Q ηh ηTES). 

The TES charging and discharging behaviour in instant time was investigated and 

some characteristic functions were developed (Tc, Tc.max, Qc, Qc.max, Td, Td.min, Qout, 

Qout.max, and tcyc). In practice some outcomes of these functions are: 

 The maximum heat capacity of the TES, the maximum temperature of the TES, 

the maximum heat output of the TES, the minimum temperature of the TES are 

beneficial for design engineers to satisfy design conditions. 

 By increasing the input energy flow rate, ( ̇    the charging temperature of the 

TES is raised. 

 Increasing the ambient temperature, T0, raised the charging temperature of the 

TES. 

 An increase in the heat transfer coefficient of TES insulations (U  decreases the 

charging temperature of TES. 

 The increase of the input energy flow rate ( ̇in  increases the discharging 

temperature of the TES in the early stage of the discharge. 

 A decrease of outlet energy flow rate ( ̇out) increases the discharging 

temperature of the TES in the late stage of the discharge. 

Then energy and exergy efficiencies of various configurations of TES integrated 

with DE systems were obtained as functions of the system properties (η and Ψ). The 

results of the integration practically can be defined as: 

 The parallel configuration of the TESs was delivering more energy to the DE 

system compared with other configurations, when stored energy is the same 

(     of 2 parallel TESs >      of one TES >      of 2 serial TESs >      of 

2 2TESs). 
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 Increasing the number of parallel TESs results in a higher delivered energy to 

the DE system by the TESs.  

 The efficiency of the set of the TESs is also improved by increasing the number 

of parallel TESs.  

 Energy efficiency of the DE system integrated with the TES(s) is   = 

∑  

∑               
 for any TESs configurations.      is the term that was 

calculated differently for different configurations of TESs. 

 

10.2. Conclusions  

The aim of this study is to investigate various energy resources in district energy (DE) 

systems and then enhancement of the DE system performance by means of multiple 

thermal energy storages (TES) application. This study sheds light on to areas not yet 

investigated precisely in detail. Throughout the research, major components of the heat 

plant, energy suppliers of the DE systems, and TES characteristics were separately 

examined; integration of various configurations of the TESs in the DE system was then 

analysed. In the first part of the study, most common sources of energy were compared 

together in a consistent method financially and environmentally. The TES performance 

was then assessed from various aspects. Finally, TES(s) and DE systems with multiple 

sources of energy were combined, and were investigated as a heat process centre. The 

most efficient configurations of the multiple TESs integrated with the DE system were 

investigated as parallel configuration. The number of parallel storage is obtained by using 

modified Enviro-Economic function for TES(s) in the DE system. Some of the findings of 

this study were applied on an actual DE system (Friedrichshafen DE system) to show how 

findings could help for modifying the DE system at design stage; however at retrofit stage 

Friedrichshafen DE system can be modified for an enhanced performance The findings of 

this study provide insight for researchers and engineers who work in this field, as well as 

policy-writers and project managers who are decision-makers.  
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10.3. Recommendations  

10.3.1. Recommendations for Applications 

For professional users, the fuel cost (FC) is a key factor in the annual and apparently the 

overall cost of the DE system. Depending on the type of fuel, the carbon tax (CT) can be 

affected, which is another parameter that increases cost.  

The CT and tax benefit (TB) have comparable performances but in opposite 

directions by increasing the inflation ratio. This is the substantial area by which policy 

writers can set CT and TB ratios for programs. For engineers, this is one of the key areas 

that assist in selecting the superior energy technology for the DE system. Project 

managers and engineers use the balance of the CT and TB as a tool for their decision 

making. 

Based on the project circumstances, in the sense of availability of funding, the 

Enviro-Economic Function, Equation (5.19), can be optimized for single or multiple 

objectives for a particular energy technology. Equation (5.19) can also be differently 

balanced for the following purposes: 

 Government strategy;  

 Economic situations;  

 Environmental concerns;  

 Technology availabilities;  

 Community configuration; and  

 Balancing the TB and CT. 

 Section 10.2 presents detailed characteristics of the TESs in serial, parallel, and 

compound configurations. The behaviours of the DE system, when coupled with the 

various configurations of the TESs, are also presented in this section. Those findings 

provide a deep insight for design engineers who would like to have a set of the TESs in 

the heat plant of the DE system. Through, the findings the present integrated TES and DE 

system can be modified in retrofit programs. For designing new DE systems these 

outcomes assist designers for more energy efficient DE system in integration with 

multiple TESs. 
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10.3.2. Recommendations for Future Work 

In this thesis, various configurations of the TESs with sensible heat were modeled and 

analysed. The general grid model of the multiple TESs applied to the DE systems. The 

role of the TESs with different configurations integrated in the DE system was then 

investigated. This procedure can be expanded for the TES with latent heat, though next 

steps would be: 

 Analysis of various configurations, including serial, parallel, and general 

grid configurations when there is latent heat in the TESs; 

 Analysis of various configurations including serial, parallel, and general 

grid configuration when there is a combination of TESs with latent heat 

and TESs with sensible heat; and  

 Analysis of DE system performance when integrated with the above TESs 

configurations (above items); 

Multiple TESs were applied on heat plant of the DE system, while the capability 

of applying multiple TESs can be tested in different locations in the thermal network, eg. 

in vicinity of consumers. 

 Analysis of TESs performance in different locations rather than the DE 

system heat plant. For example locating TESs before or after the 

distribution network of the DE system;  

The developed model of the multiple TESs configurations were applied on the DE 

systems in this study, however this model is capable to be applied to other thermal 

systems like power plants which works with renewable energy. 

 Analysis of other thermal systems system performance when integrated 

with the multiple TESs configurations.  

The Enviro-Economic Function was developed in this study based on costs and 

benefits directly can be led into the DE systems during its life performance. This equation 

is capable to be more accurate by adding the salvage value of the energy supplier, when 

the data for is available to the industry. 
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 Modifying the Enviro-Economic Function by adding salvage value, when 

related index is available. 
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