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Abstract

We consider an asynchronous bi-directional relay network (consisting of two single-

antenna transceivers and multiple single-antenna relays) where the transceiver-relay

paths are subject to different relaying and/or propagation delays. In such a network,

the end-to-end link can be viewed as a multi-path channel which can cause inter-

symbol-interference (ISI) in the signals received by the two transceivers. Assuming a

block transmission/reception scheme, we consider both pre- and post-channel equal-

ization at both transceivers to combat the inter-block-interference (IBI) induced due

to ISI. Considering amplify-and-forward (AF) relays, we study the problem of opti-

mal design of pre- and post-channel linear equalizers and power loading at the two

transceivers as well as the relay network beamforming. To do so, assuming a limited

total transmit power budget, we minimize the total mean square error (MSE) of the

linearly estimated signals at both transceivers by optimally obtaining the transceivers’

powers and relay beamforming weights as well as pre- and post-channel linear equal-

izers at the two transceivers. We rigorously prove that this minimization leads to a

certain relay selection scheme, where only a subset of the relays will be turned on

and the rest switched off. We also provide semi-closed form solutions to the design

parameters.
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Chapter 1

Introduction

1.1 Overview

Recently, wireless ad-hoc networks have been the center focus of numerous studies

due to their extensive commercial and military applications. Such networks suffer,

to a great extent, from severe signal fading inherent to multi-hop communication

which in turn leads to improper reception of transmitted signals. Employing diver-

sity techniques is a potential solution to mitigate the effects of multipath fading.

For instance, using systems with multiple transmit and receive antennas, otherwise

known as multiple-input-multiple-output (MIMO) systems, provides spatial diver-

sity and/or multiplexing gains as well as interference mitigation and cancellation

capacity in wireless networks. Using multi-antenna diversity, one can decrease the

probability of receiving a poor signal at the destination, resulting in more reliable

communication. However, the hardware complexity of multiple-antenna communi-

cation networks is higher than that of the single-antenna communication schemes.

This trade-off between communication reliability and increased complexity should be

taken into account for design and implementation of multi-antenna networks.

1
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Alternatively, cooperative communication is a low-cost approach to providing spa-

tial diversity while offering significant improvement in reception reliability, energy

efficiency, network capacity and band-width efficiency [1]. In recent years, there has

been significant interest in multi-user cooperative diversity [2–4]. This type of com-

munication is based on user cooperation and utilizes spatial diversity of multiuser

systems, eliminating the need for multiple antennas at each terminal [5]. In coopera-

tive communications, different users establish multiple paths between a source and a

destination by means of relaying the messages from the source towards the destina-

tion. This enables the nodes of the cooperative network to share their communica-

tion resources and exploit spatial diversity to maximize source-destination data rate.

Cooperation in turn offers a trade-off between communication reliability and power

consumption for each user. One can argue that, in a cooperative network, users need

more transmit power since each user not only transmits its own data, but it should

also relay the information from the other users. However in reality, the base line

transmit power of each user is reduced due to the diversity, and thus, the transmit

power of the total network will be reduced if all factors stay constant. It is worth

mentioning that while transmission rate of cooperative communication links will be

lowered since each user transmits its own data as well as information of other users,

the spectral efficiency of each user increases through cooperation.

Additionally, inter-symbol-interference (ISI) is inevitable in cooperative relay net-

works due to different propagation delays of multiple links between the two transceivers.

To mitigate the effect of ISI, various approaches have been studied in recent research

efforts. Among these methods, equalization techniques have proven to be efficient

approaches to mitigate the adverse effects of ISI.
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In this thesis, we examine a communication network where all the relay nodes col-

laborate with each other to establish a two-way communication between two transceivers.

In our studied network, two transceivers exchange their messages with the help of

multiple relay nodes. To tackle the ISI caused by different relaying path delays, we

propose joint pre- and post channel equalization at the two front-ends of the two

transceivers. To this end, we aim to minimize the total mean-squared error (MSE)

of the linearly estimated signals at both transceivers’ under a total transmit power

constraint to optimally obtain the relay weight vectors, transceivers transmit powers

as well as pre- and post-channel equalizers at the two transceivers.

1.2 Relaying Networks

Relay networks have recently been the center focus of many studies on cooperative

communications [2], because, in addition to exploiting the cooperative spatial di-

versity of different users, these networks can also extend the coverage of wireless

communication systems [2–4, 6]. In relay-assisted wireless networks, one or multiple

relay nodes collaborate with each other to establish a connection between the two

transceivers (or between a source and a destination). In fact, in these networks,

different users share their resources to assist each other in conveying the messages

through the network. It can be noted that, in the relay networks, there may not be

a direct communication link between the transceivers (or the source and the destina-

tion) due to shadowing or non-existence of a line-of-sight link. Therefore, the relay

nodes process their received signals based on a certain scheme, and forward the result-

ing signals to the destination. Numerous relaying schemes have been proposed in the
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literature. Examples are amplify-and-forward (AF), decode-and-forward (DF), filter-

and-forward (FF) and estimate-and-forward (EF). Each of these techniques requires

a different processing of the received signals at the relay nodes.

In the AF scheme, which has been extensively studied in the literature [1-4], each

relay amplifies and adjusts the phase of its received signal, and then transmits the so-

obtained signal to the receiver. Among various relaying protocols, the AF technique

is of particular interest in relatively low-noise relays due to its simplicity, and also

due to the fact that the relays do not need to perform detection on their received

signals [4, 7–12].

The DF protocol is of interest when the noise power at the relays is relatively high,

and amplifying signals leads to amplifying the noise [12]. In this relaying scheme, the

relays decode and re-encode their received signals, and then, forward them to the

destination. This approach also complicates the relay design and increases the power

consumption [13].

Another relaying strategy is called filter-and-forward (FF), where each relay is

equipped with a finite impulse response (FIR) filter to equalize its received signal in

a distributed manner [14–17].

The estimate-and-forward (EF) technique is another relaying approach in which

the received signal at the relays is transformed to obtain the estimated version of the

transmitted signal. This estimate is then forwarded to the destination.

Cooperative relay networks can be divided into two main categories, namely half-

duplex and full-duplex relaying schemes. In a half-duplex relaying scheme, data trans-

mission and reception of the relays are performed in two different time slots, while in

a full-duplex relaying scheme, the relay nodes transmit and receive the information



5

in the same time slot and in the same frequency band.

The full-duplex relaying scheme has a higher spectral efficiency compared to half-

duplex relaying [18] due to the pre-log factor of 0.5 in the sum-rate expression [4]. On

the other hand, compared to half-duplex relaying, the full-duplex relaying scheme is

more difficult to implement due to the difference of the power levels of transmitted

and received signals [19].

1.3 One-Way Relaying Scheme

Several distributed beamforming approaches have been presented for one-way relay

networks, where a source transmits data to a destination with the help of single

or multiple nodes. In a one-way relaying scheme, transmission is performed in two

phases. In the first phase, the source transmits the symbols to the relays. In the

second phase, the relays then forward the processed versions of their received signals

to the receiver. In these networks, the transmission flow is in one direction, i.e, from

the source to the destination. The relays can utilize any of the different relaying

schemes to process their received signals at the relays. Among different relaying

schemes, the AF protocol is more desirable for a network with low-noise relays and

also offers more simplicity in comparison with other relaying techniques.

1.4 Two-Way Relaying Scheme

In contrast to one-way relaying of data from a source to a destination, in bi-directional

relay networks, several relay nodes participate in a cooperative communication scheme
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to establish a two-way communication between two transceivers [10, 14, 16, 20, 20–

24, 24–43]. The concept of a two-way communication channel was introduced in

1961 by Shannon [44] where he studied the bi-directional communication between

two transceivers at the same time. The cooperation of relays in these networks can

improve reliability. The main idea of two-way relaying networks is to let each relay

retransmit the processed signals it receives from the two transceivers, and then each

transceiver node recovers the information transmitted by the other transceiver node

after self-interference cancellation.

Essentially, there are three different protocols in two-way relay networks: the

conventional approach of two successive one-way relaying; the time division broadcast

(TDBC) relaying scheme; and the multiple access broadcast (MABC) relaying scheme.

In the conventional approach, two symbols are conveyed in four steps with a one-way

relaying scheme employed in each direction. This approach is not bandwidth efficient.

The TBDC relaying approach conveys two symbols between two transceivers in three

time slots. Obviously, the TBDC approach has a significantly higher throughput in

comparison with the traditional four step approach. In the third approach, which is

the MABC relaying scheme, the number of steps (time slots) required to exchange

two symbols between two transceivers is reduced to two. In the first time slot, the

transceivers transmit their information symbols to the relays, and then in the second

time slot, the relays broadcast properly processed versions of their received signals to

the transceivers.

Based on the above protocols, different relaying schemes have been proposed and

studied in the literature [24, 45–56].
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1.5 Motivation and Problem Statement

In the majority of earlier published results on two-way cooperative communications,

the authors assumed that the relays and transceivers are time-synchronous. In other

words, they ignore the fact that the signals traveling through different relaying paths

are subject to different delays. The assumption of perfectly time-synchronous relay

nodes or identical propagation delays for different relaying paths can be valid only at

sufficiently low data rates [9, 10, 31, 35, 36, 45, 46, 52, 54, 57].

In fact, in bi-directional relay networks, two factors contribute to the overall propa-

gation delay of the transmitted signal. First, the signal transmitted by any transceiver

arrives at different relays with different delays. Second, the signal transmitted by dif-

ferent relays also arrives at any specific transceiver with different delays. Hence, the

propagation delays from one transceiver to the other are different for different relaying

paths. These different relaying delays lead to frequency selectivity of the end-to-end

channel even if the relay-transceiver channels are frequency flat. The frequency se-

lectivity of the end-to-end channel in turn gives rise to ISI in the received signal at

the transceivers at sufficiently high data rates. If not taken into account, this ISI can

adversely affect the overall performance of the communication network.

In order to combat ISI at the transceivers in one- or two way relay networks with

frequency selective channels, essentially two different competing approaches exist.

In the first approach, often referred as the FF method, FIR filters are deployed at

the relays. This allows for the end-to-end channels to be equalized in a distributed

manner [14–17]. This approach can be considered as a single-carrier equalization

scheme. To reap the benefits of the FF relaying protocol, the FIR filters at the relays,

as well as the transmit powers at the transceivers, should be optimally designed. The
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second approach is based on a multi-carrier equalization scheme. In this approach all

nodes are equipped with orthogonal-frequency division multiplexing (OFDM) schemes

to “diagonalize” the end-to-end frequency selective channel into multiple orthogonal

parallel frequency flat sub-channels [34, 40, 58–60]. In the OFDM-based method, to

optimize the overall performance of the system, it is necessary to optimally allocate

the power across different subcarriers at the transceivers and at the relays.

Even though these two schemes, either deploying FIR filters at relays or using

OFDM schemes, combat ISI, they pose complex processing requirements at the re-

lays which may be unnecessary, specifically in scenarios with frequency flat relay-

transceiver channels. Another well studied method to tackle ISI is to employ pre- or

post-channel equalizers at the transceivers. In the post-channel equalization method,

as it is suggested by its name, a channel equalizer is employed at the receiver to

eliminate the effect of the ISI prior to signal detection [23]. On the other hand, in

pre-channel equalization techniques, a signal processing operation is performed on

the modulated signal prior to transmission and at the transmitter end. Although the

aforementioned equalization methods have been presented in the literature, to the

best of our knowledge, joint pre- and post-channel equalization has not been consid-

ered to combat ISI in cooperative networks. Indeed, our motivation is to optimally

design pre- and post-channel equalization in an asynchronous two-way relay network.

In this thesis, we examine an asynchronous AF two-way relay network with a

frequency selective end-to-end channel. We aim to keep the relay processing simple

by using AF relaying protocol. In addition, we employ a joint linear pre- and post

channel equalization scheme at the two front-ends of both transceivers to combat ISI

caused by different relaying path delays. The main goal is to improve the performance
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of the communication network by minimizing total MSE of the linearly estimated

signals. To achieve this goal, we optimally design the relay beamforming weight

vectors, transceiver transmit powers and the pre- and post-channel equalizers at the

two transceivers under a total power budget.

1.6 Objective and Methodology

Considering an asynchronous two-way relay network in which the relays simply am-

plify and then forward their received signals to the transceivers, to tackle the ISI

caused by different propagation path delays from each transceiver to the relays and

vice versa, a novel channel equalization scheme is proposed in this thesis. We utilize

a joint pre- and post-channel linear equalization approach to mitigate the ISI.

First, we model the transceivers’ received signals, the total received noise at each

transceiver as well as the end-to-end channel impulse response. We then present an

optimization problem to obtain the optimal values of the relay beamforming weight

vectors, the transmit powers at both transceivers as well as pre- and post-channel

equalizers to minimize the total MSE of the linearly estimated signals at the two

transceivers, subject to a total transmit power budget. We show that this approach

leads to a relay selection scheme, where only the set of relays which contribute to one

tap of the end-to-end channel impulse response is active and the rest of the relays are

inactive. Assuming a certain tap of the end-to end channel impulse response is non-

zero while the rest are zero, we derive a semi-closed form solution for the beamforming

weight vector of the corresponding relays and the respective minimum total MSE of

the symbol estimates. The total MSEs are calculated for all possible non-zero taps of

the end-to-end channel impulse response. The non-zero tap, which yields the smallest
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total MSE, determines the relays which have to be turned on. Finally, we evaluate the

performance of our proposed algorithm through computer simulation and compare it

to that of an equal power allocation (EPA) algorithm.

1.7 Outline of Dissertation

In this thesis, we focus on minimizing the total MSE of the linear estimates of the

transmitted symbols at the two transceivers under a total transmit power constraint

to optimally obtain the beamforming weight vector, transceivers’ transmit powers

as well as pre- and post-channel equalization matrices for an asynchronous AF bi-

directional relay network. The remainder of this thesis is organized as follows:

In Chapter 2, we review recent relevant published results in one-way and two-way

relay networks, either synchronous or asynchronous. In Chapter 3, we study the joint

pre- and post-channel equalization scheme in an asynchronous AF two-way relay net-

work. First, we model the received signals at the transceivers, the end-to-end channel

impulse response, and the total received noise at each transceiver. We then optimally

obtain the transmit powers at the transceivers, the beamforming weight vector as

well as pre- and post-channel equalizers at the two front-ends through minimizing

the total MSE of linearly estimated signals at the transceivers under a total transmit

power constraint. Furthermore, we present the optimal design parameters in semi-

closed-form solutions. Numerical results and discussions are presented in Chapter 4,

while in Chapter 5, we present our concluding remarks as well as potential future

extensions to our work.
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1.8 Research Contribution

As a result of this thesis, we have submitted the following papers:

• F.Eshaghian and S. ShahbazPanahi, “Jointly Optimal Pre- and Post-channel

Equalization and Distributed Beamforming in Asynchronous Bi-Directional Re-

lay Networks,”submitted to IEEE Transaction on Signal Processing, July 2015.

• F.Eshaghian and S. ShahbazPanahi,“Optimal Equalization and Network Beam-

forming in Asynchronous Two-way Relay Networks,” submitted to 2015 Asilo-

mar Conference on Signals, Systems, and Computers, May 2015.

1.9 Notation

Matrices and vectors are denoted by bold upper and lower-case letters, respectively.

E{·} and tr (·) denote the expectation operator and trace of a matrix. Transpose,

the complex conjugate and Hermitian transpose are denoted by (·)T , (·)∗ and (·)H ,

respectively. We represent the l1 and l2 norms as ‖ · ‖1 and ‖ · ‖2. The N ×N identity

matrix and the N ×M all-zero matrix are denoted as IN and 0N×M . diag(v) yields

a diagonal matrix whose diagonal entries are the elements of the vector v. We use

(·)−1, (·)−T and (·)−H to represent the inverse, inverse of transpose, and the inverse

of Hermitian transpose of a matrix. The (i, j)-th element of a matrix is denoted as

[·]ij.



Chapter 2

Literature Review

In this section, we briefly review the relevant work on distributed beamforming and

power allocation in one-way and two-way relay networks. Moreover, various ap-

proaches to combat inter-symbol-interference (ISI) in such networks are introduced.

We also review some relevant studies which rely on relay selection schemes.

2.1 One-way Relaying

In a typical one-way relay network, one or multiple relay nodes cooperate to establish

one-way communication between a source and a destination [5,11,16,59,61–67]. Under

the half-duplex mode of operation, the communication occurs during two time slots.

In the first time slot, the transmitter broadcasts the symbols to the relay node(s), and

then in the second time slot, each relay processes its received signals and forwards

the processed signals to the receiver.

In [11], the authors consider a one-way relay network using amplify-and-forward

(AF) protocol. In the AF relaying approach, the phase and the amplitude of the

signals received at the relays are properly adjusted, and then the so-obtained signals

12
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are forwarded to the transceivers. Since, in AF strategy, relays do not need to decode

their received signals, this method is of particular interest in the networks when, at

the relays, the noise power is relatively lower compared to the signal power. A dis-

tributed beamforming strategy is proposed to maximize the communication capacity

considering individual relay power constraints. It is assumed that perfect channel in-

formation is available at the nodes. Relays utilize both channel direction information

to create a beam at the receiver and also channel strength information to adjust their

transmit powers. The obtained results showed that the optimal value of each relay’s

transmit power not only depends on its own channels, but also on the quality of all

the other channels.

In [61], two different distributed beamforming designs are proposed for a one-

way relay network with a transmitter, a receiver and several relay nodes with the

assumption that the second-order statistics of the channel coefficients are known. In

the first approach, the beamforming weights are obtained through minimization of the

total transmit power subject to the quality of service (QoS) constraints at the receiver.

In the second approach, the beamformers are designed through maximization of the

receiver signal-to-noise ratio (SNR) subject to two different types of power constraints,

namely, a total transmit power constraint and individual relay power constraints.

It is shown that the SNR maximization problem subject to total transmit power

has a closed-form solution, while the problem with individual relay power leads to a

sequential quadratic programming (SQP) optimization problem. Using a semi-definite

relaxation, the later optimization problem can be turned into a convex feasibility

semi-definite programing (SDP), and then can be solved employing the interior point

method. The simulation results show that, as the uncertainty in the channel state
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information is increased, satisfying the quality of service constraint becomes much

more difficult.

A relay network with one transmitter, one receiver and multiple relay nodes with

frequency selective channels is examined in [16], where the so-called filter-and-forward

(FF) relaying protocol is employed. In this relaying protocol, the relays are equipped

with finite impulse response (FIR) filters. Three different beamforming problems

have been considered. At first, subject to QoS constraints, the problem of total relay

transmit power minimization is examined. Furthermore, the QoS at the receiver is

maximized assuming two different sets of constraints, namely, total and individual

power constraints at the relays.

In [59], an asynchronous one-way relay network is considered, where different

propagation delays in the relaying paths cause ISI at the destinations. The authors

employed orthogonal frequency division multiplexing (OFDM) only at the source and

the destination to eliminate ISI. In fact, each relay simply performs the amplify-and-

forward operation by multiplying its received signals by a complex weight. Thus, this

network is modeled as multi-path channel. Unlike conventional multi-path channel

models where no control on channel impulse response exists, in this model, the channel

impulse response can be carefully adjusted by optimal design of the relays complex

weights. The authors use a max-min fair design approach where the smallest of the

subcarrier SNRs is maximized subject to constraints on the source and relay total

transmit power. The numerical results showed that the asynchronous outperforms

the synchronous scheme.

In [5], the authors have proposed various power allocation strategies for source

and the relay(s) by minimizing the average transmit power for different cooperative
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networks. These power allocation strategies are designed based on various optimiza-

tion criteria, network topologies and channel state information (CSI) assumptions.

2.2 Two-way Relaying

In a two-way (bi-directional) relay network, two transceivers exchange data with the

cooperation of single or multiple relay nodes. Among different relaying techniques

such as decode-and-forward (DF), filter-and-forward (FF), or amplify and forward

(AF) methods, where all can be utilized to process and forward the information at

the relays, AF relaying has been widely studied in [4, 7–10, 22, 36].

Among different protocols used for establishing two-way relay-assisted communi-

cation, the multiple access broadcast (MABC) relaying strategy offers a bandwidth

efficient bi-directional relaying scheme, and thus it has been well studied in the litera-

ture [9,10,21,31,32,35–37,45,46,48,52,54,54–57,68–76]. In this relaying protocol, the

transmission of information symbols between two transceivers is accomplished in two

time slots. In the first time slot, the transceivers transmit their information symbols

to the relays and then, in the second time slot, the relays broadcast their properly

processed information signals to the two transceivers.

2.2.1 Synchronous Two-way Relay Networks

In many works on two-way relay-assisted networks, the authors assume synchronous

communication between relays and the transceivers. In this scenario, it is assumed
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that all relaying paths going through each relay have an identical propagation delay,

so that the transmitted and relayed signals are simultaneously received by transceiver.

In [9], the authors investigate the effect of channel estimation error on the per-

formance of the receiver of a MIMO two-way AF relay network. In this paper, the

authors analyzed the linear minimum mean square estimation (LMMSE) of compos-

ite and individual channels and showed that orthogonal pilot symbols minimize the

individual and composite mean square errors.

In [10, 31, 36], the optimal value of beamforming coefficients as well as optimal

transmit powers for a bi-directional AF relay network, is obtained using two different

optimization criteria. In the first scenario, the total transmit power is minimized

under two constraints on the transceivers’ received signal-to-noise ratios (SNRs). An

SNR balancing problem is next examined in which the smaller of the two transceivers’

SNRs is maximized under a total transmit power constraint. It has been shown that

both techniques have a unique solution which leads to a power allocation scheme

where half of the maximum power budget is allocated to both transceivers and the

other half is shared among the relay nodes. In [35], a semi-closed form solution is

presented for the SNR balancing problem. Furthermore, a suboptimal solution is

presented with a close performance to the optimal beamformers.

In [45], two single-antenna transceivers exchange the information with the help

of a multi-antenna relay node. In the first time slot, the sum of signals from both

source nodes is received at the relay and then in the second time slot, the assisting

relay linearly transforms the received signal and forwards it to the two transceivers.

In order to cancel self-interference of the signal received at both source nodes from

the relay node, each source node applies the principle of analogue network coding
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(ANC) and then decodes the desired message. The authors of this paper [45] present

a capacity maximizing relay beamforming structure and an efficient algorithm to

obtain the optimal beamforming matrix based on convex optimization techniques.

Assuming a multiuser two-way relay network, the authors of [46] consider a net-

work where multiple pairs of partners communicate with each other in using a com-

mon sharing relay. In this paper, the joint power control and receiver optimization

problem is investigated.

In [52], an iterative algorithm has been studied to obtain an optimal rate re-

gion in a two-way relay channel where two transceivers employ multiple AF relays.

The proposed iterative algorithm in each step is equivalent to solving a power mini-

mization problem subject to minimum signal-to-interference-and-noise ratio (SINR)

constraints.

A multiuser two-way AF relaying scheme is proposed in [54] with multiple-input

and MIMO relay transceiver processing. To optimize the relay processing, zero-forcing

(ZF) and minimum-mean-square error (MMSE) schemes under the relay power con-

straints are investigated. The authors compare different transmit and beamforming

methods including eigen-beamforming, antenna selection, random beamforming, and

modified equal gain beamforming. In order to provide fairness to all users as well

as to maximize the system SNR, different global and local power control techniques

are designed. It has been proved that this system can efficiently combat both self-

interference (SI) and co-channel interference (CCI).

In [57], a two-way relay network with amplify-and-forward MIMO relays and

MIMO transceivers is studied. In this paper, the authors examine channel estimation
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schemes (such as a simple least squared (LS) based scheme) to estimate the end-

to-end channel as well as a tensor-based channel estimation (TENCE) scheme that

improves the accuracy of the estimation by using a novel structure in the compound

channel structure.

The problem of resynchronization of asynchronous cooperative communication

systems has also been studied in [73–76]. In [74], considering an asynchronous AF

cooperative network, to estimate the unknown timing and channel parameters, a

framework is proposed which consists of a LS estimator as the initial estimation and

then an iterative maximum-likelihood (ML) estimator to refine the LS estimates.

Furthermore, in order to identify the system uncertainties resulting from estimation,

an analysis based on Cramer-Rao bound (CRB) is presented. Moreover, the authors

design efficient timing synchronization algorithms using the parameter estimates in

their analysis at the relays and destinations. The results show the proposed framework

approaches to the performance of a synchronized case with perfect channel state

information.

The problem of timing synchronization for a DF cooperative communication sys-

tem with a single source, a single destination and multiple relays is studied in [75]. In

this paper, in order to estimate the multiple delays associated with different relays,

a ML estimator with exhaustive search over the estimation range is employed. Since

the complexity of the ML estimator exponentially increases with the number of relays,

a correlation-timing estimator is considered to save computational complexity.
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2.2.2 Asynchronous Two-way Relay Networks

In most of the results published in two-way relay networks, the authors assume

that relays and the transceivers are time-synchronized. However, the fact that the

propagation delays for various relay-transceiver paths can be different leads to time-

asynchronous communication as well as frequency selective end-to-end channel im-

pulse responses. In such scenarios, even if the relay-transceiver channel is frequency

flat, ISI is inevitable at the transceivers. Therefore, different methods have been

introduced in the literature to tackle ISI [23, 37, 40, 59, 77–85].

In [37], an asynchronous bi-directional multi-carrier relay network is considered

with two single-antenna transceivers and multiple single-antenna relays. The authors

proposed an optimization framework to obtain the achievable SNR and rate regions

through optimal subcarrier transmit power allocation at the two transceivers and dis-

tributed beamforming at the relays. An asynchronous two-relay cooperation network

with DF and AF relaying protocols is considered in [85]. The authors derived the

outage probability in the high-SNR and then evaluated the impact of the relative

delay between two relays on this outage probability. They showed that the outage

probability performance becomes independent from the relative delay for a sufficiently

high relative delay. In addition, the authors conducted an optimization approach in

the high SNR regime to obtain optimal power distribution among the nodes of the

network through minimizing the outage probability.

The work in [40] also examines a similar network to that in [37]. In order to

combat the ISI caused by the multipath channels, the OFDM scheme is employed

at both transceivers. Based on min-max fair design, the authors have proposed two

different algorithms to obtain the subcarrier power loading at the two transceivers
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as well as the relay beamforming weights. Moreover, in [84], the authors studied a

similar problem and obtained a semi-closed-form solution for the relay beamforming

weights and related maximum balanced SNR. In [23], for the aforementioned relay

network, the authors used a single-carrier post-channel equalizer at two transceivers

to combat ISI. The optimal transmit powers and the post-channel equalizers at the

two transceivers as well as the relay beamforming weight vector are obtained by

minimizing the total MSE of linearly estimated signals at the two transceivers under

limited transmit power budget. It has been shown that the optimization problem led

to a relay selection scheme and also the optimal relay beamforming weight vector has

a semi-closed-form solution.

In [26], assuming a multi-carrier asynchronous bidirectional AF relay network,

the OFDM scheme is used to equalize the frequency selective channel. The authors

aimed to maximize the sum-rate subject to a total power constraint, through jointly

optimal relay beamforming weights and transceiver subcarrier power loading. This

study identified that this problem leads to a relay selection scheme where only the

relays which contribute to one tap of end-to-end channel impulse response have to be

utilized. A semi-closed-form solution for the optimal relay beamforming vectors and

the subcarrier powers at the transceivers is obtained. Furthermore, a simple search

method is employed to find the optimal tap.

2.3 Relay Selection

Relay selection has attracted a great deal of attention in the literature as an effective

method to improve the performance of wireless cooperative networks.
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The authors of [86] and [87] introduced different methods for relay selection in

order to minimize the error rate and to optimize the outage probability of commu-

nication networks. In [88], a wireless communication network with a single source, a

single destination and multiple uniformly distributed relay nodes is considered. The

authors attempted to minimize the total transmission time of a fixed amount of data

by selecting a set of cooperating relays.

The authors in [89] introduced a common and practical paradigm in cooperative

communication systems as a dynamically selected ”best” relay to decode and forward

information from a source to a destination. Such proposed systems use two phases,

called the relay selection phase and also the data transmission phase. In the first

phase (relay selection), the system uses transmission time and energy in order to

select the best relay. In the transmission phase, the spatial diversity benefits of the

selection is used to transmit data. A closed-form expression for overall throughput

and energy consumption is derived. The authors also studied the time and energy

trade-off between the selection and data transmission phases.

In [90], the authors generalized the idea of a single-relay selection by introducing

multiple relay selection schemes in a one-way AF relay network. Considering that

the power used at the transmitter and relay nodes of this communication network

is limited, the authors derived the achievable diversity of the existing single-relay

selection schemes. Also, the SNR-optimal multiple relay selection schemes as well as

suboptimal multiple relay selection schemes were discussed. It was shown that these

schemes achieve low error, rate and full diversity and the number of cooperating relays

varies subject to channel conditions.
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2.4 Research Outcomes

In this thesis, we consider a two-way relay network consisting of two single-antenna

transceivers and multiple single-antenna relays employing AF relaying protocol. This

network is assumed to be asynchronous meaning, that the relaying paths are sub-

ject to different delays. In such a network, the end-to-end channel can be viewed as a

multi-path channel which can cause ISI at the received signals at the two transceivers.

While several methods have been studied to combat ISI, we propose a novel approach,

namely a joint pre- and post-channel equalization scheme at the two front-ends of the

transceivers. To this end, we study the problem of optimal design of pre- and post-

channel equalizers, relay weight vectors, and transmit powers at the two transceivers.

To do so, we minimize the total MSE of the linearly estimated signals at the two

transceivers subject to a total transmit power constraint by optimally obtaining

the network beamforming, power loading and the pre- and post-channel equaliza-

tion blocks at both transceivers. We rigorously prove that this minimization leads to

a relay selection scheme such that only those relays that contribute to the optimal

tap (the non-zero tap obtained by minimization problem) of the end-to-end channel

impulse response will be turned on and the rest of the relays are inactive. To find

the optimal tap (the only non-zero tap) of the end-to-end channel impulse response,

we present a simple algorithm. We also obtain semi-closed-form solutions for the the

relay beamforming weight vector, for the optimal transmission powers, and for the

optimal pre- and post-channel equalization matrices at the two transceivers.



Chapter 3

Jointly Optimal Pre- and

Post-Channel Equalization and

Distributed Beamforming

3.1 Data model

In this thesis, we consider a two-way amplify-and-forward relay network which consists

of L relay nodes and two transceivers. Since the signals going through different relays

arrive at the two transceivers at different times, the end-to-end channel can be viewed

as a multi-path link, and thus can cause inter-symbol-interference (ISI) at sufficiently

high data rates. Using pre- and post-channel block equalization is one way to combat

such an ISI. In the sequel, we explain this equalization scheme in detail. As seen

in Fig.1, at each transceiver, the information symbols go through a serial-to-parallel

23
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Figure 3.1: System block diagram.

conversion block (denoted as “S/P”), which converts serial symbols into blocks of Ns

symbols. At Transceiver q, the i-th block of information symbols is represented as

sq(i) , [sq[iNs] sq[iNs + 1] · · · sq[(i+ 1)Ns − 1]]T (3.1.1)

where sq [k] represents the k-th symbol transmitted by Transceiver q, for q ∈ {1, 2}.

We assume E{|sq[k]|2} = 1 and E{sq[k]} = 0, for q ∈ {1, 2}.

In order to equalize the end-to-end channel, one can resort to a joint linear pre-

and post-channel equalization scheme, where the channel equalization is performed

at both transmit and receive front-ends of the the two transceivers. In such a scheme,

the blocks of information symbols that are to be transmitted by the two transceivers

are pre-coded (pre-equalized) via multiplying them with a pre-channel equalization

matrix. On the receiving side, the blocks of received data undergo a linear transfor-

mation (i.e, post-channel equalization) that yields a linear estimate of the transmitted

block of information symbols. In our two-way relaying scheme, two Ns × Ns block

pre-channel equalizers, denoted as E1 and E2, are implemented at Transceivers 1 and

2, respectively. At the output of the pre-channel block equalizer at Transceiver q, the

pre-equalized (pre-coded) block of symbols is given by šq(i) , Eqsq(i), for q = 1, 2.

In order to mitigate the effect of inter-block-interference (IBI) between adjacent

blocks, a cyclic prefix insertion matrix is added to šq(i) by multiplying šq(i) with the
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matrix Tcp = [ITcp ITNs
]T , where Icp is the matrix of the last N rows of the Ns × Ns

identity matrix INs
, and N is the length of the vector of the taps of the equiva-

lent discrete-time end-to-end channel impulse response1. At Transceiver q, the i-th

transmitted block s̄q(i) after cyclic prefix insertion is given by

s̄q(i) = [s̄q[iNt] s̄q[iNt + 1] · · · s̄q[(i+ 1)Nt − 1]]T

, Tcp šq(i)

= [sq[(i+ 1)Ns −N ] · · · sq[(i+ 1)Ns − 1] sq[iNs] · · · sq[(i+ 1)Ns − 1]]T

(3.1.2)

where Nt = N + Ns is the length of the transmitted blocks and s̄q [iNt + k] is the

k-th entry of s̄q(i), for k = 0, 1, · · · , Nt − 1, for q ∈ {1, 2}. The data block s̄q(i)

goes through the parallel-to-serial block (denoted as “P/S”) and is converted to serial

symbols. Next, at Transceiver q, the serial symbols are amplified by
√
pq, where pq is

the transmit power of this transceiver. The amplified symbols are then transmitted

over the multi-path relay channel.

At the other side of the channel, the noise-corrupted version of the transmitted

block received by Transceiver q is passed through a serial-to-parallel conversion block,

thereby turning into blocks of length Nt. The signal block then goes through the self-

interference cancellation2 (SIC) block of Transceiver q. As a result, the i-th signal

received block at output of the SIC block can be written as

r̄q(i) ,H0(w)s̄q̄(i) +H1(w)s̄q̄(i− 1) + γ̄q(i)

=
√
pq̄H0(w)TcpEq̄sq̄(i) +

√
pq̄H1(w)TcpEq̄sq̄(i− 1) + γ̄q(i) (3.1.3)

1We will elaborate on the end-to-end channel model in the next section.
2The SIC block at Transceiver q subtracts, from the received signal, the self-signal that the

relays transmit back to this transceiver. Hence, the self-signal that the relays transmit back to this
transmitter is eliminated from the received signal. Note that for each transceiver, the self-signal
goes through the multi-path channel between the transceiver and the relays.
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where q̄ = 1, for q = 2, and q̄ = 2, when q = 1, whereas γ̄q(i) is the total received noise

at Transceiver q which consists of transceiver measurement noise and relay noises that

are forwarded to this transceiver3. We have used the following definitions:

H0(w) ,
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. (3.1.4)

Here, h [·] represents the discrete-time equivalent impulse response corresponding to

the end-to-end channel between Transceivers 1 and 2, and w is the L × 1 vector of

the relay beamforming weights. In the next subsection, we show how h [·] is related

to w.

After self-interference cancellation, the first N entries of the received signal are

discarded by pre-multiplying it with the cyclic removal matrix, denoted as Rcp ,

[0Ns×N INs
]. It also can be proved that RcpH1(w) = 0, hence IBI-inducing matrix

H1(w) is removed by the cyclic removal operation. Therefore, we can write

rq(i) , Rcpr̄q(i) =
√
pq̄RcpH0(w)TcpEq̄sq̄(i) +Rcpγ̄q(i)

=
√
pq̄H̃(w)Eq̄sq̄(i) + γq(i) (3.1.5)

3In the next subsection, we present our model for the noise vector γ̄q(i).
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where γ(i) , Rcpγ̄q(i) and H̃ (w) , RcpH0(w)Tcp is an Ns × Ns circulant matrix

whose (k, l)-th entry is defined by h̃[(k − l) mod Ns], where h̃ [n] , h [n], for n =

0, 1, · · · , N − 1 and h̃ [n] = 0, for n = N,N + 1, · · · , Ns − 1, i.e., h̃ [n] is the zero-

padded version of h [n] with N−Ns zeros added to h [n]. Note that the number of the

symbols per block Ns must be larger than, or equal to the length of the end-to-end

channel N .

To mitigate the ISI caused by the frequency selectivity of the end-to-end channel at

the output vector of the cyclic prefix removal matrix at both transceivers, two Ns×Ns

post-channel block equalizers, denoted as F1 and F2, are then used at Transceivers 1

and 2, respectively. The linear estimate of the information symbol block, transmitted

by Transceiver q̄, is obtained at the output of the corresponding post-channel block

equalizer Fq as

ŝq̄(i) , Fqrq(i)

=
√
pq̄FqH̃(w)Eq̄sq̄(i) + Fqγq(i) (3.1.6)

where ŝq̄(i) isNs×1 vector of the linear estimate of symbols transmitted by Transceiver

q̄.

3.1.1 End-to-End Channel Modeling

Assuming the channel between each relay and each transceiver is reciprocal and fre-

quency flat, the linear time-invariant channel between the two transceivers can be

represented by its channel impulse response, denoted as h [·]. Indeed, the impulse re-

sponse h[·] represents the linear time-invariant (LTI) channel between Transceivers 1

and 2. The end-to-end channel from Transceiver 1 to 2 can be viewed as a multi-path
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channel whose discrete-time finite impulse response is given by

h [n] =
L
∑

l=1

blδ [n− ňl] , for 0 ≤ n ≤ N − 1 (3.1.7)

where

bl , glqglq̄ , for q ∈ {1, 2}· (3.1.8)

Here, ňl is the discrete-time propagation delay of the l-th relaying path which origi-

nates from Transceiver 1, goes through the l-th relay, and terminates at Transceiver

2. Assuming that τl denotes the propagation delay of the l-th signal path between

Transceivers 1 and 2, corresponding to the l-th relay, ňl satisfies (ňl−1)Ts < τl ≤ ňlTs,

where Ts represents the symbol period. Let N be the length of the equivalent discrete-

time channel impulse response h [·], that is N = 1+ max
1≤l≤L

ňl. Here, N is the maximum

length of discrete-time end-to-end channel impulse response. Assuming a rectangu-

lar pulse shape with duration Ts, the l-th relay contributes to the n-th tap of h [·]

only if (n − 1)Ts < τl ≤ nTs. Hence, the contribution of different relay paths to the

end-to-end channel impulse response can be determined by N × L matrix B whose

(n+1, l)-th element, for n = 0 , 1, , . . . , N − 1 and l = 1 , 2, , . . . , L, is defined as

B(n+ 1, l) =

{

glqglq̄, (n− 1)Ts < τl ≤ nTs

0, otherwise.
. (3.1.9)

Indeed, the contribution of the l-th relay to the n-th tap of h [·], for n = 0, 1, . . . , N−1,

and l = 1, 2, . . . , L can be described by B(n + 1, l)wl, where wl is the complex

beamforming weight of this relay. Hence, the vector of taps of the end-to-end channel

impulse response, denoted as h(w), can be written as

h(w) = Bw (3.1.10)
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where h(w) , [h [0] h [1] · · · h [N − 1]]T is the N × 1 vector of the discrete-time

end-to-end channel taps and w , [w1 w2 · · · wL]
T represents the L × 1 vector of

the complex relay weights.

3.1.2 Received Noise Modeling

Let τ ′lq represent the propagation delay between the l-th relay and Transceiver q and

n′
lq is an integer value which satisfies

τ ′
lq

Ts
≤ n′

lq <
τ ′
lq

Ts
+1. We denote the spatially and

temporally white noise at the l-th relay as vl[n] which is assumed to be zero-mean

with variance σ2. This noise is amplified by wl and arrives at Transceiver q with delay

n′
lq. The n-th sample of the relay noises received at Transceiver q, denoted as ξq[n],

can be modeled as

ξq[n] =

L
∑

l=1

wlglqvl[n− n′
lq] = vT

n,qGqw (3.1.11)

where

vn,q =
[

v1[n− n′
1q] v2[n− n′

2q] ... vL[n− n′
Lq]
]T

(3.1.12)

Gq = diag{g1q, g2q, ..., gLq}. (3.1.13)

The n-th sample of the total noise received at Transceiver q, denoted as γ̄q[n], can be

written as

γ̄q[n] = ξq[n] + γ′q[n] (3.1.14)

where γ′q[n] is the n-th sample of the measurement noise at Transceiver q. We can

use vector notation to rewrite (3.1.14) as

γ̄q(i) = ξq(i) + γ
′
q(i) (3.1.15)
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where the following definitions are considered

γ̄q(i) , [ γ̄q [iNt] γ̄q [iNt + 1] ... γ̄q [iNt +Nt − 1] ]T

ξq(i) , [ ξq[iNt] ξq[iNt + 1] ... ξq[iNt +Nt − 1] ]T

γ ′
q(i) ,

[

γ′q[iNt] γ
′
q[iNt + 1] ... γ′q[iNt +N−1]

]T

Hence, the total noise received at Transceiver q can be written as

γ̄q(i) = Υq(i)Gqw + γ ′
q(i) (3.1.16)

where Υq(i) ,
[

v(iNt),q v(iNt+1),q ... v(iNt+Nt−1),q

]T
represents an Nt × L matrix

whose l-th column is the l-th relay noise corresponding to the i-th received block

after it goes through the delay between the l-th relay and Transceiver q. Using

(3.1.16), we can write the covariance matrix of the noise vector γq(i) = Rcpγ̄q(i) as

E{γq(i)γH
q (i)} = σ2(wHGH

q Gqw + 1)INs
(3.1.17)

where we have used the assumptions that the relay noise process vl[n] is temporally

uncorrelated for l = 1, 2, . . . , L and that the transceiver noise process γ′q[n] is also

temporally uncorrelated for q = 1, 2. We will use our model for noise and in particular

(3.1.17) to calculate the covariance matrix of the received block rq(i) which is needed

in our MSE minimization approach to jointly design the network beamformer, the pre-

and post-channel block equalizers at the two transceivers, and the transmit powers

of the two transceivers.

3.1.3 Total Transmit Power Derivations

We aim to find the power consumed in the whole network in terms of the relay weight

vector w and transceivers’ transmit powers. The Nt×1 vector x̄l(i) of the i-th signal
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block relayed by the l-th relay can be written as

x̄l , [ x̄l [iNt] x̄l [iNt + 1] . . . x̄l [iNt +Nt − 1] ]T

= wl (
√
p1gl1s̄1[i] +

√
p2gl2s̄2[i] + vl[i]) (3.1.18)

where x̄l[t] is the signal transmitted by the l-th relay at time t and the vector

vl(i) , [vl[iNt] vl[iN+1] ... vl[iNt +Nt − 1]]T is the i-th block of noise at the l-th relay.

We assume that vl(·) is a stationary zero-mean random vector with uncorrelated

entries whose variances are equal to σ2. Using (3.1.18), the average transmit power

of the l-th relay is then obtained as4

p̃l ,
1

Nt
E{x̄H

l (i)x̄l(i)}

= |wl|2
(

|gl1|2p1 + |gl2|2p2 + σ2
)

. (3.1.19)

Using (3.1.19), the total transmit power of the network can be obtained as

ptotal , p1 + p2 +

L
∑

i=1

p̃l

= p1 + p2 +

L
∑

i=1

|wl|2
(

|gl1|2p1 + |gl2|2p2 + σ2
)

= p1
(

1 + ‖G1w‖2
)

+ p2
(

1 + ‖G2w‖2
)

+ σ2wHw. (3.1.20)

In our design, the total power ptotal is assumed to be less than, or equal to the

maximum power pmax.

4Note that to obtain (3.1.19), it is assumed that the communication time frame is much longer
than the maximum time difference between arrivals of transceiver signals at the relays.
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3.2 Optimal Design

Our goal is to optimally obtain the block pre- and post-channel equalizers E1, E2,

F1 and F2, the relay beamforming weight vector w, and transmit powers p1 and p2,

such that the total MSE in the linear estimates of the received symbols at the two

transceivers is minimized under a total power constraint. We can write the Ns × 1

vector of the symbol estimate errors at Transceiver q, corresponding to the i-th symbol

block transmitted by Transceiver q, as

eq(i) , ŝq(i)− sq(i). (3.2.1)

Note that as pq is defined as the transmit power of Transceiver q, we can write

pq =
1

Ns
E{
(√

pqEqsq(i)
)H (√

pqEqsq(i)
)

} =
1

Ns
E{pqsHq (i)EH

q Eqsq(i)}

=
1

Ns

E{tr
[

pqEqsq(i)s
H
q (i)E

H
q

]

} =
1

Ns

tr
[

pqEqE{sq(i)sHq (i)}EH
q

]

=
pq
Ns
tr
[

EH
q Eq

]

(3.2.2)

Hence, the squared Frobenius norm of Eq has to be equal to Ns (i.e., ‖Eq‖2F =

tr
[

EH
q Eq

]

= Ns). In order to obtain: (1) jointly optimal pre- and post-channel block

equalizers; (2) transmit powers at both transceivers; and (3) the relay beamforming

weight vector, the problem of minimizing the total MSE under the total available

power constraint can be written as

min
p1≥0
p2≥0

min
w

min
E1,E2

min
F1,F2

2
∑

q=1

E{‖eq(i)‖2}

subject to ptotal ≤ pmax and ‖Eq‖2F = Ns , for q ∈ {1, 2} (3.2.3)
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where pmax represents the maximum available power in this network. Using a total

power constraint is widely used and has been well justified. For the sake of brevity, we

do not repeat these and refer our reader to [26] for detailed justification for this type

of constraint. The expectation in (3.2.3) is taken with respect to random symbols

and noise. Let us first consider the inner minimization problem in (11) as

min
F1,F2

2
∑

q=1

E{eHq (i)eq(i)}

subject to ‖Eq‖2F = Ns , for q ∈ {1, 2}. (3.2.4)

Using the assumptions that E{sq(i)} = 0 and E{γq(i)} = 0 along with (3.1.5) and

(3.2.1), the MSE at Transceiver q̄ (corresponding to estimate error in sq(i) ) can be

written as

MSEq(w,Fq̄,Eq, pq) , E{eHq (i)eq(i)}

= E{[ŝHq (i)− sHq (i)][ŝq(i)− sq(i)]}

= E{[rHq̄ (i)FH
q̄ − sHq (i)][Fq̄rq̄(i)− sq(i)]}

= E{rHq̄ (i)FH
q̄ Fq̄rq̄(i)− rHq̄ (i)F

H
q̄ sq(i)− sHq (i)Fq̄rq̄(i) + sHq (i)sq(i)}

= tr[E{Fq̄rq̄(i)r
H
q̄ (i)F

H
q̄ }]− tr[E{rHq̄ (i)FH

q̄ sq(i)}]

− tr[E{sHq (i)Fq̄rq̄(i)}] + tr[E{sq(i)sHq (i)}]

= tr[Fq̄Rq̄(w)FH
q̄ ]−

√
pqtr[Fq̄H̃(w)Eq + EH

q H̃
H(w)FH

q̄ ] +Ns

(3.2.5)

where Rq(w) , E{rq(i)rHq (i)} represents the correlation matrix of the received signal

block rq at Transceiver q. Using (3.1.5) and (3.1.17), along with the assumption that

different entries of sq̄(i) and γ(i) are uncorrelated, Rq(w) can be written as

Rq(w) , E{rq(i)rHq (i)} = pq̄H̃(w)Eq̄E
H
q̄ H̃

H(w) + σ2(wHGH
q Gqw + 1)INs

(3.2.6)
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where we have used the assumptions of E{|sq(i)|2} = INs
.

The optimal value of Fq can be obtained by differentiating (3.2.5) with respect

to Fq̄ and equating the derivative to zero. Using the fact that for any given relay

beamforming weight w, we can write RH
q (w) = Rq(w), the optimal value of Fq is

obtained as

Fopt
q (w) =

√
pq̄ E

H
q̄ H̃

H(w)R−1
q (w). (3.2.7)

Using (3.2.5) and (3.2.7), we can write

2
∑

q=1

MSEq

(

w,Fopt
q̄ ,Eq, p1, p2

)

=

2
∑

q=1

(

Ns − pqtr{EH
q H̃

H(w)R−1
q̄ (w)H̃(w)Eq}

)

.

(3.2.8)

Using (3.2.8) the minimization over E1 and E2 in (3.2.4) can be written as5

min
E1,E2

2
∑

q=1

(

Ns − pq̄tr{EH
q̄ H̃

H(w)R−1
q (w)H̃(w)Eq̄}

)

subject to ‖Eq‖2F = Ns , for q ∈ {1, 2}. (3.2.9)

We note that the Ns ×Ns circulant matrix H̃(w) can be decomposed as

H̃(w) = FHD(w)F. (3.2.10)

Here, F is the Ns ×Ns DFT matrix whose (k, k′)-th element is defined as

F (k, k′) = N
− 1

2
s e−j2π(k−1)(k′−1)/Ns

for k = 1, · · · , Ns and k
′ = 1, · · · , Ns , and

D(w) = diag{H(ej0), H(ej
2π
Ns ), ..., H(ej

2π(Ns−1)
Ns )}

5Note that

2
∑

q=1

MSEq

(

w,F
opt
q̄ ,Eq, p1, p2

)

=

2
∑

q=1

MSEq̄

(

w,Fopt
q ,Eq̄, p1, p2

)

.
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is also an Ns×Ns diagonal matrix whose diagonal entries are the frequency response

of the end-to-end channel at integer multiples of 1
Ns
, i.e; H(ej2πf) ,

∑N−1
n=0 h[n]e

−j2πfn

is the frequency response of end-to-end channel at the normalized frequency f . The

k-th Vandermonde column vector of FH can be expressed as

fk =
1√
Ns

[

1 e
j2π(k−1)

Ns ... e
j2π(Ns−1)(k−1)

Ns

]T

for k = 1, 2, ..., Ns. (3.2.11)

Matrix D(w) can then be written as

D(w) =diag{H(ej0), H(ej
2π
Ns ), ..., H(ej

2π(Ns−1)
Ns )}

=
√

Nsdiag{fH1 h̃(w), fH2 h̃(w), ..., fHNs
h̃(w)} (3.2.12)

where h̃(w) is the zero-padded version of h(w), i.e., h̃(w) =
[

hT (w) 01×(Ns−N)

]T
.

We now use (3.2.10) to rewrite (3.2.9) as

min
E1,E2

2
∑

q=1

(

Ns − pq̄tr{EH
q̄ F

HDH(w)
(

FRq(w)FH
)−1

D(w)FEq̄}
)

subject to ‖Eq‖2F = Ns , for q ∈ {1, 2} (3.2.13)

where using (3.2.6) and (3.2.10), we can write (FRq(w)FH)−1 as

(FRq(w)FH)−1 =
(

F{pq̄FHD(w)FEq̄E
H
q̄ F

HDH(w)F+ σ2(||Gqw||2 + 1)INs
}FH

)−1

=
(

pq̄D(w)FEq̄E
H
q̄ F

HDH(w) + σ2(||Gqw||2 + 1)INs

)−1
. (3.2.14)

Using (3.2.14), we can write the objective function in (3.2.13) as

2
∑

q=1

(

Ns − pq̄tr{EH
q̄ F

HDH(w)
(

FRq(w)FH
)−1

D(w)FEq̄}
)

=

2
∑

q=1

Ns − pq̄tr
{

(

pq̄INs
+ δq(w)E−1

q̄ F−1D−1(w)D−H(w)F−HE−H
q̄

)−1
}

. (3.2.15)



36

Defining Cq̄ , FEq̄ and δq(w) , σ2(||Gqw||2 + 1) and using (3.2.15), we can rewrite

(3.2.13) as

min
C1,C2

2
∑

q=1

(

Ns − pq̄tr{CH
q̄ D

H(w)
(

Pq̄D(w)Cq̄C
H
q̄ D

H(w) + δq(w)INs

)−1
D(w)Cq̄}

)

subject to ‖Cq‖2F = Ns , for q ∈ {1, 2}. (3.2.16)

Further simplifying (3.2.16) leads us to the following optimization problem:6

min
C1,C2

2
∑

q=1

(Ns − pq̄tr{(pq̄INs
+ δq(w)C−1

q̄ D−1(w)D−H(w)C−H
q̄ )−1})

subject to tr{CH
q Cq} = Ns , for q ∈ {1, 2}. (3.2.17)

Assuming C−1
q̄ D−1(w) = Tq̄, we can then write (3.2.17) as7

min
T1,T2

2
∑

q=1

(Ns − pq̄tr{(pq̄INs
+ δq(w)Tq̄T

H
q̄ )

−1})

subject to tr{D−1(w)T−1
q T−H

q D−H(w)} = Ns , for q ∈ {1, 2}. (3.2.18)

The constrained optimization problem in (3.2.17) can be solved using the Lagrangian

multiplier method. We define the Lagrangian as

L(T1,T2, µ1, µ2) =
2
∑

q=1

(

Ns − pq̄tr{(pq̄INs
+ δq(w)Tq̄T

H
q̄ )

−1}
)

+
2
∑

q=1

µq

(

tr{D−1(w)T−1
q̄ T−H

q̄ D−H(w)} −Ns

)

. (3.2.19)

In order to take the derivative of (3.2.19) with respect to Tq̄, we define Xq , pq̄INs
+

6Note that at the optimum, Cq is invertible as Eq has to be invertible, otherwise the pre-channel
equalizer could result in loss of information or ambiguity. As Cq must be invertible at the optimum,
Tq will also be invertible at the optimum.

7Note that at the optimum, the diagonal matrix D(w) will have to be invertible otherwise the
transmitted symbols will not be identifiable even in the absence of noise.
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δq(w)Tq̄T
H
q̄ and g(Xq) , tr(X−1

q ). The derivation can then be written as

∂

∂Tq̄
L(T1,T2, µ1, µ2) = −pq̄

∂g(Xq)

∂Tq̄
+

µq
∂

∂Tq̄

tr
(

D−1(w)T−1
q̄ T−H

q̄ D−H(w)
)

(3.2.20)

To take the derivative of a matrix which is a function of another matrix, we resort

to chain rule. To find the derivative of the function g(Xq) = tr(X−1
q ) with respect to

Tq̄, we use the following differentiation rule:
[

∂g(Xq)

∂Tq̄

]

ij

= tr

(

(

∂g(Xq)

∂Xq

)T
∂Xq

∂[Tq̄]ij

)

(3.2.21)

∂

∂Xq
tr(X−1

q ) = −
(

X−2
q

)T
. (3.2.22)

Using (3.2.21) and (3.2.22), the first term in the right hand side of (3.2.20) can be

written as
[

∂g(Xq)

∂Tq̄

]

ij

=
∂tr(X−1

q )

∂[Tq̄]ij
= tr

(

−X−2
q

∂

∂[Tq̄]ij

(

δq(w)Tq̄T
H
q̄

)

)

= tr(−X−2
q δq(w)JijT

H
q̄ ) = tr

(

−δq(w)
(

pq̄INs
+ δq(w)Tq̄T

H
q̄

)−2
JijT

H
q̄

)

=
[

−δq(w)TH
q̄

(

pq̄INs
+ δq(w)Tq̄T

H
q̄

)−2
]

ji
(3.2.23)

where Jij is an Ns ×Ns matrix whose total entries are zero except its (i, j)-th entry

which is equal to 1. To obtain the second term in the right hand side of (3.2.20),

using the following differentiation rule

∂

∂X
tr(A1X

−1A2) = −
(

X−1A2A1X
−1
)T

= −X−TAT
1A

T
2X

−T (3.2.24)

with X = Tq̄ , A1 = D−1(w) and A2 = T−H
q̄ D−H(w), we can write the second term

in the right hand side (3.2.20) as

µq
∂

∂Tq̄

tr
(

D−1(w)T−1
q̄ T−H

q̄ D−H(w)
)

= −µqT
−T
q̄ D−T (w)D∗−1

(w)T∗−1

q̄ T−T
q̄ .

(3.2.25)
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Then:

Inserting (3.2.23) and (3.2.25) into the Lagrangian in (3.2.20) and equating the La-

grangian to zero yields

(

pq̄δq(w)TH
q̄

(

pq̄INs
+ δq(w)Tq̄T

H
q̄

)−2
)T

= µqT
−T
q̄ D−T (w)D∗−1

(w)T∗−1

q̄ T−T
q̄ .

(3.2.26)

Transposing both sides of (3.2.26) and then multiplying both sides from left and right

with Tq, we arrive at

pq̄δq(w)Tq̄T
H
q̄

(

pq̄INs
+ δq(w)Tq̄T

H
q̄

)−2
Tq̄ = µqT

−H
q̄ D−H(w)D−1(w) ·(3.2.27)

Inverting both sides of (3.2.27), we obtain that

1

pq̄δq(w)
T−1

q̄

(

pq̄INs
+ δq(w)Tq̄T

H
q̄

)2
T−H

q̄ T−1
q̄ =

1

µq

D(w)DH(w)TH
q̄ . (3.2.28)

Expanding the left hand side of (3.2.28) and multiplying both sides from right with

T−H
q̄ , we arrive at

(

pq̄T
−1
q̄ T−H

q̄ + δq(w)INs

)2
=
pq̄δq(w)

µq

D(w)DH(w). (3.2.29)

Let us define

D̃(w) ,
√

Nsdiag{|fHk h̃(w)|}Ns

k=1, (3.2.30)

that is D(w)DH(w) = D̃2(w). Thus, from (3.2.29), we can deduct that

T−1
q̄ T−H

q̄ =
1

pq̄

(

±
√

pq̄δq(w)

µq
D̃(w)− δq(w)INs

)

. (3.2.31)

We now obtain an expression for pq̄δq(w)
µq

at the optimum and use that in (3.2.31)

to obtain the optimal value for the objective function of the optimization problem
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(3.2.18) for any given w. Recalling that Tq = C−1
q D−1(w) and that Cq = FEq, we

can rewrite (3.2.31) as

Eq̄E
H
q̄ =

1

pq̄
F−1D−1(w)

(

±
√

pq̄δq(w)

µq
D̃(w)− δq(w)INs

)

D−H(w)F−H . (3.2.32)

The constraints in (3.2.4) imply that

Ns = ‖Eq̄‖2F = tr
[

Eq̄E
H
q̄

]

= tr

(

1

pq̄
F−1D−1(w)

(

±
√

pq̄δq(w)

µq
D̃(w)− δq(w)INs

)

D−H(w)F−H

)

= tr

(

1

pq̄
D−H(w)D−1(w)

(

±
√

pq̄δq(w)

µq

D̃(w)− δq(w)INs

))

.

(3.2.33)

(3.2.33) obviously implies that the solution with the negative sign is not acceptable,

hence we consider only the solution with the positive sign. It follows from (3.2.33)

that at the optimum, we can write

pq̄δq(w)

µq
=





pq̄Ns + δq(w)tr{D−H(w)D−1(w)}
tr
(

D̃−1(w)
)





2

(3.2.34)

We define Aq , (pq̄INs
+ δq(w)E−1

q̄ F−1D−1(w)D−H(w)FE−H
q̄ )−1 and denote βi(Aq)
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as the i-th eigenvalue of matrix A. We can now write

tr(Aq) =

Ns
∑

i=1

βi(Aq)

=
Ns
∑

i=1

β−1
i (A−1

q )

=
Ns
∑

i=1

β−1
i

(

pq̄INs
+ δq(w)E−1

q̄ F−1D−1(w)D−H(w)FE−H
q̄

)

=

Ns
∑

i=1

(

pq̄ + δq(w)βi

(

(D(w)FEq̄)
−1 (EH

q̄ F
HDH(w)

)−1
))−1

=
Ns
∑

i=1

(

pq̄ + δq(w)βi
((

EH
q̄ F

HDH(w)
)

(D(w)FEq̄)
)−1
)−1

=
Ns
∑

i=1



pq̄ +
δq(w)

βi

(

(D(w)FEq̄)
H (D(w)FEq̄)

)





−1

(3.2.35)

where in the fourth equality we have used the fact that βi(αI+X) = α+βi(X) and in

the second and the last equalities, we use the following identity: βi(X
−1) = β−1

i (X).

Now, using the fact that for any square matrix X, the identity βi(X
HX) = βi(XXH)

holds, we write (3.2.35) as

tr(Aq) =
Ns
∑

i=1



pq̄ +
δq(w)

βi

(

(D(w)FEq̄) (D(w)FEq̄)
H
)





−1

=

Ns
∑

i=1

(

pq̄ +
δq(w)

βi
(

D(w)FEq̄E
H
q̄ FHDH(w)

)

)−1

. (3.2.36)
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Using (3.2.33), we can simplify

tr(Aq) =

Ns
∑

i=1

(

pq̄ +
δq(w)

βi
(

D(w)FEq̄E
H
q̄ FHDH(w)

)

)−1

=

Ns
∑

i=1













pq̄ +
pq̄δq(w)

βi

(√

pq̄δq(w)

µq
D̃(w)− δq(w)INs

)













−1

=

Ns
∑

i=1













pq̄ +
pq̄δq(w)

√

pq̄δq(w)

µq
βi(D̃(w))− δq(w)













−1

=

Ns
∑

i=1













pq̄

√

pq̄δq(w)

µq

βi(D̃(w))

√

pq̄δq(w)

µq
βi(D̃(w))− δq(w)













−1

=

Ns
∑

i=1













1

pq̄
− δq(w)

pq̄

√

pq̄δq(w)

µq
βi(D̃(w))













=
Ns

pq̄
− δq(w)

pq̄

√

pq̄δq(w)

µq

Ns
∑

i=1

βi(D̃
−1(w))

=
Ns

pq̄
− δq(w)

pq̄

√

pq̄δq(w)

µq

tr
(

D̃−1(w)
)

(3.2.37)

where in the third equality we have used the fact that βi(αI +X) = α + βi(X). We
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now use (3.2.34) to write (3.2.37) as

tr(Aq) =
Ns

pq̄
− δq(w)

p2q̄Ns + pq̄δq(w)tr
(

D−H(w)D−1(w)
)

tr
(

D̃−1(w)
)

tr
(

D̃−1(w)
)

=
Ns

pq̄
−

δq(w)
(

tr(D̃−1(w))
)2

p2q̄Ns + pq̄δq(w) tr (D−H(w)D−1(w)
· (3.2.38)

Using (3.2.38), for any given w, we can now write the optimal value of the objective

function (3.2.9) as

2
∑

q=1

Ns − pq̄







Ns

pq̄
−

δq(w)
(

tr(D̃−1(w))
)2

p2q̄Ns + pq̄δq(w)tr (D−H(w)D−1(w))







=
2
∑

q=1







δq(w)
(

tr(D̃−1(w))
)2

pq̄Ns + δq(w)tr (D−H(w)D−1(w))






· (3.2.39)

Using (3.2.12), we can write (3.2.39) as

2
∑

q=1

δq(w)

(

tr

{

1
√

Ns

diag

{

1

{|fHk h̃(w)|}

}Ns

k=1

})2

pq̄Ns + δq(w)tr







diag

{

1

Ns|fHk h̃(w)|2

}Ns

k=1







=

2
∑

q=1

δq(w)

Ns

(

Ns
∑

k=1

1

|fHk h̃(w)|

)2

pq̄Ns +
δq(w)

Ns

Ns
∑

k=1

1

|fHk h̃(w)|2

· (3.2.40)

Using the fact that δq(w) = σ2(‖Gqw‖2 + 1), the optimization problem (3.2.3) can
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be rewritten as

min
p1≥0
p2≥0

min
w

2
∑

q=1

σ2(‖Gqw‖2 + 1)

(

Ns
∑

k=1

1

|fHk h̃(w)|

)2

pq̄N2
s + σ2(‖Gqw‖2 + 1)

Ns
∑

k=1

1

|fHk h̃(w)|2

subject to p1(1 + ‖G1w‖2) + p2(1 + ‖G2w‖2) + σ2wHw ≤ pmax (3.2.41)

or, equivalently, as

min
p1≥0
p2≥0

min
w

2
∑

q=1

σ2(‖Gqw‖2 + 1)

(

Ns
∑

k=1

φk(w)

)2

pq̄N
2
s + σ2(‖Gqw‖2 + 1)

Ns
∑

k=1

φ2
k(w)

subject to p1(1 + ‖G1w‖2) + p2(1 + ‖G2w‖2) + σ2wHw ≤ Pmax (3.2.42)

where we have used the following definition:

φk(w) ,
1

|fHk h̃(w)|
· (3.2.43)

Denoting the ℓ1 and ℓ2 norms of any vector a as ‖a‖1 and ‖a‖2, respectively, we

rewrite (3.2.42) as

min
p1≥0
p2≥0

min
w

2
∑

q=1

σ2(‖Gqw‖2 + 1) ‖φ(w)‖21
pq̄N2

s + σ2(‖Gqw‖2 + 1) ‖φ(w)‖22

subject to p1(1 + ‖G1w‖2) + p2(1 + ‖G2w‖2) + σ2wHw ≤ pmax (3.2.44)

where

φ(w) , [φ1(w) φ2(w) ... φNs
(w)]T · (3.2.45)

In order to further simplify (3.2.44), we use the fact that

‖φ(w)‖1 ≤
√

Ns‖φ(w)‖2 (3.2.46)
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and the equality holds if and only if all the entries of the vector φ(w) are equal. Based

on (3.2.46), we replace ‖φ(w)‖1 in the objective function of (3.2.42) with its corre-

sponding upper bound; i.e. with
√
Ns‖φ(w)‖2 and solve the following optimization

problem:

min
p1≥0
p2≥0

min
w

2
∑

q=1

σ2(‖Gqw‖2 + 1) Ns‖φ(w)‖22
pq̄N

2
s + σ2(‖Gqw‖2 + 1) ‖φ(w)‖22

subject to p1(1 + ‖G1w‖2) + p2(1 + ‖G2w‖2) + σ2wHw ≤ pmax · (3.2.47)

Note that solving (3.2.47) provides an upper bound to (3.2.44). However, we later

show that this upper bound is tight and hence there is no loss of optimality by solving

(3.2.47) instead of (3.2.44). To solve (3.2.47), we rewrite it as

min
p1≥0
p2≥0

min
w

2
∑

q=1

1
Pq̄Ns

σ2(‖Gqw‖2 + 1)

Ns
∑

k=1

φ2
k(w)

+
1

Ns

subject to p1(1 + ‖G1w‖2) + p2(1 + ‖G2w‖2) + σ2wHw ≤ pmax · (3.2.48)

Using (3.2.43), we can write the optimization problem (3.2.48) as

min
p1≥0
p2≥0

min
w

2
∑

q=1

1

pq̄Ns

σ2(‖Gqw‖2 + 1)

Ns
∑

k=1

1

|fHk h̃(w)|2

+
1

Ns

subject to p1(1 + ‖G1w‖2) + p2(1 + ‖G2w‖2) + σ2wHw ≤ pmax (3.2.49)
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or, equivalently, as

min
p1≥0
p2≥0

min
w

2
∑

q=1

1
1

Ns
∑

k=1

σ2(‖Gqw‖2 + 1)

pq̄Ns|fHk h̃(w)|2

+
1

Ns

subject to p1(1 + ‖G1w‖2) + p2(1 + ‖G2w‖2) + σ2wHw ≤ pmax · (3.2.50)

We rewrite (3.2.50) as

min
p1≥0
p2≥0

min
w

2
∑

q=1

1
1

Ns
∑

k=1

ψk,q (w)

+
1

Ns

subject to p1(1 + ‖G1w‖2) + p2(1 + ‖G2w‖2) + σ2wHw ≤ pmax (3.2.51)

where we have assumed the following definition:

ψk,q(w) ,
σ2(‖Gqw‖2 + 1)

pq̄Ns|fHk h̃(w)|2
, for q = 1, 2 , k ∈ {1, 2, ..., Ns} · (3.2.52)

To simplify the optimization problem (3.2.51), we use the fact that the arithmetic

mean of any set of the positive numbers {αk}Ns

k=1 is greater or equal to their harmonic

mean; i.e.,

1

Ns

Ns
∑

k=1

αk ≥
1

1

Ns

Ns
∑

k=1

1

αk

· (3.2.53)

The equality in (3.2.53) holds, if and only if {αk}Ns

k=1 are all equal. Using (3.2.53)

along with the fact that each ψk,q(w) as defined in (3.2.52) is positive, the following

inequality holds true, for q = 1, 2:

Ns
∑

k=1

ψk,q(w) ≥ Ns
2

Ns
∑

k=1

1

ψk,q(w)

(3.2.54)
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where the equality holds, for a given q, if and only if we can find a set of w vec-

tors for which {ψk,q(w)}Ns

k=1 are all equal to each other. We replace the summation

∑Ns

k=1 ψk,q(w) in the objective function of (3.2.51) with its corresponding lower bound

in (3.2.54). To ensure that these lower bounds are achieved at the same time, we re-

strict w to be such that {ψk,q(w)}Ns

k=1 are all equal to each other for a given q. Let

Wq represent the set of the values of w such that all {ψk,q(w)}Ns

k=1 are equal for any

transceiver index q. That is

Wq =
{

w
∣

∣ |fHk h̃(w)| = |fHk′ h̃(w)|, ∀k 6= k′
}

for q = 1, 2 · (3.2.55)

From (3.2.55), it can be observed that Wq does not depend on q, and hence W1 =

W2 , Wq holds true. Although it may not be inferred at this time that ψk,1(w)

is equal to ψk,2(w), we soon prove that indeed ψk,1(w) is equal to ψk,2(w), for

k = 1, 2, ..., Ns. Note that as shown in [40], Wq can be written as W =

N−1
⋃

n=0

Un,

where Un is the set of the relay weight vectors w such that only the n-th tap of the

end-to-end channel impulse response is non-zero and the remaining taps are zero8.

Any weight vector w ∈ Un has non-zero entries only for those relays which contribute

to the n-th tap of the end-to-end channel impulse response and its other entries are

zero. Note that Un ∩ Un′ = ∅, for n 6= n′, as each relay contributes only to one of

the taps of the end-to-end channel impulse response. Therefore, without any loss of

8It has been shown in [40] that for any w ∈ W , the end-to-end channel has one single tap. We
now provide a shorter proof for this statement: when w ∈ W , it then follows from the definition
of the set W in (3.2.55) that the end-to-end FIR channel impulse response, given by (3.1.7), will
have a flat amplitude response, and thus it can have only one tap. The reason is that any all-pass
FIR system has a single tap due to two facts: i) each of its zeros has to be a reflection of one of
its poles across the boundary of the unit circle in the complex plane and ii) the poles of any FIR
system are at the origin of the complex plane. Thus, all the zeros of any all-pass FIR filter have to
be at infinity, meaning that it can have only one tap.
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optimality, the optimization problem (3.2.51) can be rewritten as

min
p1≥0
p2≥0

min
w

2
∑

q=1

1
Ns
∑

k=1

1

ψk,q (w)

N2
s

+
1

Ns

subject to p1(1 + ‖G1w‖2) + p2(1 + ‖G2w‖2) + σ2wHw ≤ pmax

and w ∈
N−1
⋃

n=0

Un · (3.2.56)

Using (3.2.52), the optimization problem (3.2.56) can be represented as

min
p1≥0
p2≥0

min
w

2
∑

q=1

1

Pq̄

Ns
∑

k=1

|fHk h̃(w)|2

Nsσ2(‖Gqw‖2 + 1)
+

1

Ns

subject to p1(1 + ‖G1w‖2) + p2(1 + ‖G2w‖2) + σ2wHw ≤ pmax

and w ∈
N−1
⋃

n=0

Un · (3.2.57)

Note that due to Parseval’s theorem, we can write

Ns
∑

k=1

|fHk h̃(w)|2 = ‖h̃(w)‖2 = ‖h(w)‖2 = ‖Bw‖2 = wHBHBw (3.2.58)

where we have used the fact that since the vector h̃(w) is the zero-padded version

of the vector h(w), norm of h̃(w) is equal to the norm of h(w). Using (3.2.58), the
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optimization problem (3.2.57) can be rewritten as

min
p1≥0
p2≥0

min
w

2
∑

q=1

Ns

pq̄w
HBHBw

σ2(‖Gqw‖2 + 1)
+ 1

subject to p1(1 + ‖G1w‖2) + p2(1 + ‖G2w‖2) + σ2wHw ≤ pmax

and w ∈
N−1
⋃

n=0

Un · (3.2.59)

To solve the optimization problem (3.2.59), we use the fact that the sets {Un}N−1
n=0

are mutually exclusive, hence the optimal w belongs to only one of these sets. The

set Un in which the optimal w resides can be found by noting that the optimization

problem (3.2.59) can be turned into a set of maximum N subproblems, each of which

assumes that w belongs to one of the sets {Un}N−1
n=0 . Each of these subproblems

can be solved separately to obtain the corresponding minimum value of objective

function (i.e., the total MSE). This approach results in N candidate values for the

optimal w. The optimal value of w can then be found by determining which of these

candidates results in the lowest possible value for the total MSE. More specifically,

the optimization problem (3.2.59) is equivalent to solving the following minimization

problem:

min
0≤n≤N−1

min
p1≥0
p2≥0

min
w

2
∑

q=1

Ns

pq̄w
HBHBw

σ2(‖Gqw‖2 + 1)
+ 1

subject to p1(1 + ‖G1w‖2) + p2(1 + ‖G2w‖2) + σ2wHw ≤ pmax

and w ∈ Un · (3.2.60)

Let Ln denote the number of the relays which contribute to the n-th tap of the end-

to-end channel impulse response and let wn represent the Ln×1 vector of the weights
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of those relays which contribute to the n-th tap of the end-to-end channel impulse

response. If w ∈ Un, then we can write

wHBHBw = wH
n bnb

H
n wn (3.2.61)

where bH
n is an 1×Ln vector which captures the non-zero entries9 of the (n+1)-th row

of matrix B. As mentioned above, in order to solve (3.2.59), we can solve N separate

optimization problems (the same as inner minimization in (3.2.60)), thereby choosing

the value of n which results in the minimum value for the objective function. Indeed,

the total estimation error of the received signals can be different for different indexes

of the non-zero taps of the end-to-end channel impulse response. Therefore, we need

to turn on those relays which contribute to the tap of the end-to-end channel impulse

response that results in a minimum total mean squared error of the estimated signals

at both transceivers. In other words, the optimum value of n is determined such that

the total MSE is minimized. Using (3.2.61), we can rewrite the optimization problem

(3.2.60) as

min
0≤n≤N−1

min
p1≥0
p2≥0

min
wn

2
∑

q=1

Ns

pq̄w
H
n bnb

H
n wn

σ2(‖G(n)
q wn‖2 + 1)

+ 1

subject to p1(1 + ‖G(n)
1 wn‖2) + p2(1 + ‖G(n)

2 wn‖2) + σ2wH
n wn ≤ pmax ·

(3.2.62)

Here, G
(n)
q is an Ln×Ln diagonal matrix whose diagonal entries are a subset of the di-

agonal entries of Gq which correspond to the relays that contribute to n-th tap of the

end-to-end channel impulse response. Let us define αq(wn) ,
(

pq̄wH
n bnb

H
n wn

σ2(‖G
(n)
q wn‖2+1)

+ 1
)

.

9Note that if the (n + 1)-th row of matrix B does not have any non-zero entries, then the n-th
tap of the end-to-end channel impulse response is zero, meaning that the optimal w does not belong
to Un as Un is empty.
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Without loss of optimality, we can assume α1(wn) = α2(wn) holds true at the opti-

mum. Otherwise, if, for example, α2(wn) ≥ α1(wn) holds true at the optimum, we

can reduce the power p1 such that α2(wn) = α1(wn) holds true, without violating the

constraint in (3.2.62). The optimization problem (3.2.62) can now be rewritten as

min
0≤n≤N−1

min
p1≥0
p2≥0

min
wn

2Ns

p1w
H
n bnb

H
n wn

σ2(‖G(n)
2 wn‖2 + 1)

+ 1

subject to p1(1 + ‖G(n)
1 wn‖2) + p2(1 + ‖G(n)

2 wn‖2) + σ2wH
n wn ≤ pmax

and p1(1 + ‖G(n)
1 wn‖2) = p2(1 + ‖G(n)

2 wn‖2) (3.2.63)

where the second constraint follows from the fact that for any n, α2(wn) = α1(wn)

holds true at the optimum. The optimization problem (3.2.63) can be equivalently

written as

min
0≤n≤N−1

min
p1≥0

min
wn

2Ns

p1w
H
n bnb

H
n wn

σ2(‖G(n)
2 wn‖2 + 1)

+ 1

subject to 2p1(1 + ‖G(n)
1 wn‖2) + σ2wH

n wn ≤ pmax · (3.2.64)

It can be readily shown that the constraint in (3.2.64) can be satisfied with equality.

Therefore, the optimization problem (3.2.64) can be written as

max
0≤n≤N−1

max
p1≥0

max
wn

p1w
H
n bnb

H
n wn

σ2(‖G(n)
2 wn‖2 + 1)

subject to p1 =
pmax − σ2wH

n wn

2(1 + ‖G(n)
1 wn‖2)

· (3.2.65)

The constraint in (3.2.65) can now be used to eliminate p1, while noting p1 ≥ 0

implies that, at the optimum, pmax/σ
2 ≥ wH

n wn holds true. Hence, we can rewrite
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the optimization problem (3.2.65) as

max
0≤n≤N−1

max
wn

(

pmax − σ2wH
n wn

)

wH
n bnb

H
n wn

2σ2
(

wH
n Q

(n)
1 wn + 1

)(

wH
n Q

(n)
2 wn + 1

)

subject to wH
n wn ≤ pmax/σ

2 (3.2.66)

where Q
(n)
q ,

(

G
(n)
q

)H

G
(n)
q , for q = 1, 2. In light of the results of [38], the inner

maximization in (3.2.66) aims to findwn such that in a synchronous relay sub-network

where we activate only those relays contributing to the n-th tap of the end-to-end

channel impulse response in the main network, the smaller of the two transceiver

SNRs is maximized under a total power constraint of pmax. This maximization is

equivalent to the maximization of the balanced SNR at the two transceivers in the

same subnetwork. Indeed, the objective function in (3.2.66) is the balanced SNR

for a given wn. This max-min SNR fair design approach has been shown to be also

equivalent to maximizing the sum-rate for this sub-network under the same total

power constraint [21]. In fact, the optimization problem (3.2.64) is amenable to a

semi-closed-form solution for the optimal wn, denoted as wo
n, which is given by

wo
n = kn

√
2νn

(

2µnQ
(n)
1 + 2µnQ

(n)
2 + ILn

)−1

bn · (3.2.67)

Here, we define νn , 0.5pmax/σ
2 − µn. The integer number Ln is the number of the

relays which contribute to the n-th tap of the end-to-end channel. The parameter kn

is obtained as

kn ,

(

bH
n

(

ILn
+ 2µnQ

(n)
1

)(

ILn
+ 2µnQ

(n)
1 + 2νnQ

(n)
2

)−2

bn

)− 1
2

(3.2.68)
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and the parameter µn is obtained as the unique solution to the following equation:

(

pmax/σ
2 − 4µn

)

bH
n

(

2µnQ
(n)
1 +

(

pmax/σ
2 − 2µn

)

Q
(n)
2 + ILn

)−1

bn−

µn

(

pmax/σ
2−2µn

)

bH
n

(

2µnQ
(n)
1 +

(

pmax/σ
2 − 2µn

)

Q
(n)
2 +ILn

)

−2
(

2Q
(n)
1 − 2Q

(n)
2

)

bn=0

(3.2.69)

which satisfies µn ∈ [0 0.5pmax/σ
2]. Using a simple bisection algorithm, we can

obtain the value of µn in the interval [0 0.5pmax/σ
2] such that the left hand side of

(3.2.69) vanishes.

Once we have wn, for n = 0, 1, ... , N −1, we can determine the optimal value of

n by evaluating the objective function in (3.2.66) for each wo
n and by choosing that

value of n which results in the largest value of this objective function. Hence, the

optimal value of n is obtained as

no = arg max
0≤n≤N−1

(pmax − σ2‖wo
n‖2) |bH

n w
o
n|2

2σ2
(

wo,H
n Q

(n)
1 wo

n + 1
)(

wo,H
n Q

(n)
2 wo

n + 1
) · (3.2.70)

In other words, no specifies the set of the relays which contribute only to one tap of

the end-to-end channel impulse response and also which leads to the minimum value

of MSE among other relay sets which contributes to other taps of the end-to-end

channel impulse response. If for a certain value of n, no relay contributes to the

end-to-end channel impulse response, then h[n] = 0 for that value of n. In this case,

the (n + 1)-th row of matrix B will be zero, and that value of n is skipped (i.e., Un

is empty). The maximum number of the feasible values of n is basically equal to the

number of the relays, L. Actually, n belongs to the set {ňl}Ll=1. Hence, we can restrict

our search for the optimal value of n to this set.

We can now use the constraint in (3.2.65) to obtain the optimal value of p1 as

po1 =
pmax − σ2wo,H

n wo
n

2(1 + ‖G(n)
1 wo

n‖2)
· (3.2.71)
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Using the second constraint in (3.2.63) along with (3.2.71), the optimal value of p2

can be expressed as

po2 =
pmax − σ2wo,H

n wo
n

2(1 + ‖G(n)
2 wo

n‖2)
· (3.2.72)

Let wopt represent the optimal relay weight vector. If the l-th relay is active, then

the l-th entry of wopt is equal to the element of wo
no which corresponds to the l-th

relay. If the l-th relay is not active, then the l-th element of wopt is zero. We now

obtain the optimal values of Eq and Fq, for q = 1, 2. To obtain the optimal value of

Eq using (3.2.32), we need to obtain the values of D(w), D̃(w), δq(w),
pq̄δq(w)

µq
for

the optimal value of w. Noting that wopt belongs to the set W defined in (3.2.55),

and hence fHk h̃(wopt) = fH1 h̃(wopt), for all k, we can use (3.2.12) to write

D(wopt) =
√

Ns

(

fH1 h̃(wopt)
)

INs
· (3.2.73)

Using (3.2.30), we arrive at

D̃(wopt) =
√

Ns|fH1 h̃(wopt)|INs
· (3.2.74)

Moreover, substituting (3.2.73) and (3.2.74) into (3.2.32), we observe that EqE
H
q must

be proportional to the identity matrix INs
at the optimum, and since tr{EqE

H
q } = Ns

must hold true, we conclude that at the optimum EqE
H
q = INs

holds true. Hence, Eq

can be any unitary matrix. We choose the optimal value of Eq as
10

Eo
q = INs

· (3.2.75)

Using (3.2.73) in (3.2.10), we obtain that

H̃(wopt) =
√

Ns

(

fH1 h̃(wopt)
)

INs
(3.2.76)

10Note that another solution is to choose Eq to be equal to the DFT matrix F, thereby turning
the communication scheme into a multi-carrier.
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It follows from (3.2.58) and (3.2.61) that

|fH1 h̃(wopt)|2 = N−1
s wH

optB
HBwopt = N−1

s wo,H
no bnobH

nowo
no · (3.2.77)

Note also the optimal value of the post-channel equalizer at Transceiver q can be

written as

Fo
q , Fopt

q (wopt) =
√

poq̄ E
o,H
q̄ H̃H(wopt)R

−1
q (wopt)

=
√

poq̄ (
√

Ns)
(

fH1 h̃(wopt)
)∗

× (Nspq̄|fH1 h̃(wopt)|2 + σ2δq(wopt))
−1INs

(3.2.78)

where we can obtain |fH1 h̃(wopt)|2 as in (3.2.77).

Our proposed method is summarized as Algorithm 1.
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Algorithm 1: Joint equalization, beamforming and power allocation method.

Step 1. Set n = 0.

Step 2. If no relay contributes to the n-th tap of the end-to-end channel impulse

response, i.e., the (n + 1)-th row of matrix B is zero, go to step 9.

Step 3. Let the row vector bH
n capture the non-zero entries of the (n+ 1)-th row of

matrix B. Define Q
(n)
q ,

(

G
(n)
q

)H

G
(n)
q , where G

(n)
q is an Ln × Ln diagonal matrix

whose diagonal entries are a subset of the diagonal entries of Gq which correspond to

the relays that contribute to the n-th tap of the end-to-end channel impulse response.

Step 4. Use the bisection method to obtain µn in the interval [0 0.5pmax/σ
2] such

that

(

pmax/σ
2 − 4µn

)

bH
n

(

2µnQ
(n)
1 +

(

pmax/σ
2 − 2µn

)

Q
(n)
2 + ILn

)−1

bn−

µn

(

pmax/σ
2−2µn

)

bH
n

(

2µnQ
(n)
1 +

(

pmax/σ
2−2µn

)

Q
(n)
2 +ILn

)

−2
(

2Q
(n)
1 −2Q

(n)
2

)

bn=0 ·

Step 5. Calculate νn = 0.5pmax/σ
2 − µn.

Step 6. Calculate kn as

kn ,

(

bH
n

(

ILn
+ 2µnQ

(n)
1

)(

ILn
+ 2µnQ

(n)
1 + 2νnQ

(n)
2

)−2

bn

)− 1
2

.

Step 7. Calculate wo
n using the obtained values of kn, µn and νn such that

wo
n = kn

√
2νn

(

2µnQ
(n)
1 + 2νnQ

(n)
2 + ILn

)−1

bn .

Step 8. Calculate the maximum balanced SNR, for wo
n, as

SNRn(w
o
n) =

(pmax − σ2‖wo
n‖2) |bH

n w
o
n|2

2σ2
(

wo,H
n Q

(n)
1 wo

n + 1
)(

wo,H
n Q

(n)
2 wo

n + 1
) .
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Step 9. Set n = n + 1. If n ≥ N , then go to the next step, otherwise go back to

Step 2.

Step 10. Find the value of n which leads to the maximum SNRn(w
o
n); i.e.,

no = arg max
0≤n≤N−1

SNRn(w
o
n) .

Step 11. Let wopt represent the optimal relay weight vector. If the l-th relay is

active, then the l-th entry of wopt is equal to the element of wo
no which corresponds

to the l-th relay. If the l-th relay is not active, then the l-th element of wopt is zero.

Step 12. Calculate the transmit power of Transceiver q for q ∈ {1, 2} as

pq =
pmax − σ2‖wopt‖2
2 (1 + ‖Gqwopt‖2)

.
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Simulation Results

We consider an asynchronous bi-directional relay network with two single-antenna

transceivers and L = 60 single-antenna relays. The signals transmitted by the

transceivers are blocks containing Ns = 64 symbols. The frequency flat channel

coefficients between transceivers and relays are considered to be complex Gaussian

random variables whose means are zero and their variances are inversely proportional

to the path loss. We assume that the path loss corresponding to the propagation

from any transceiver to any relay or vice versa is proportional to the corresponding

delay to the power of 3. The noises at the relays and also at the transceivers are

assumed to be white Gaussian random processes with zero mean and unit variance.

In each simulation run, the propagation delay from (to) a transceiver to (from) any

relay is uniformly distributed in the interval [Ts 4Ts]. As a result, since no relay

contributes to the first two taps of the end-to-end channel impulse response, these two

taps are zero and the delay of each relaying path is a random variable with triangular

distribution in the interval [2Ts 8Ts].
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Figure 4.1: Bit error rate versus available transmit power pmax for different methods.

In Figure. 4.1, we illustrate the total bit error rate (BER) of our proposed algo-

rithm versus the total transmit power pmax, for QPSK modulation. Herein, we com-

pare our proposed algorithm with an equal power allocation (EPA) scheme, where

the total transmit power is equally distributed among all network nodes. As can be

seen from this figure, our proposed algorithm outperforms the EPA method.

Figure. 4.2 shows the average maximum balanced SNRs of the two transceivers for

our proposed algorithm and for the EPA scheme. As demonstrated in this figure, the

average maximum balanced SNRs at the two transceivers increase with increasing the

maximum available total transmit power. This figure also shows that our proposed

algorithm outperforms the EPA method.

Figure. 4.3 shows the total mean square error of the estimated received signals at

the two transceivers for our proposed method and for the EPA scheme. Compared

to Figure. 4.2, Figure. 4.3 shows that the total MSE is inversely proportional to the
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Figure 4.2: Average maximum balanced SNR versus the total available transmit power,

pmax, for different methods.

maximum balanced SNR. This figure also shows that our proposed algorithm has a

better performance compared to the EPA scheme.

In Figure. 4.4, we depict the sum-rate achieved by our algorithm versus the total

available transmit power pmax, which is then compared with that of the EPA method.

It can easily be seen that our proposed method offers a significantly higher sum-rate,

as compared to the EPA scheme, for any given transmit power pmax.

Figure. 4.5 depicts the total MSE behavior versus the variances of the error in

measurement of propagation delays for each relaying path. We model these errors

using a zero mean Gaussian random variable. It can be seen that with an increase

in the variance of the error, the total MSE doesn’t change significantly when the

standard deviation of the error is 0.447 second; i.e., the variance of the error is 0.2

sec2. Also, we can see from this figure that as long as the variance of the error is less
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Figure 4.3: The total mean squared error of received signals at both transceivers curves

versus the total available transmit power pmax, for different methods.

than 0.4 second, the performance loss in term of MSE is about 6 percent.
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Chapter 5

Conclusions And Future work

We considered a two-way relay network consisting of two single transceivers and mul-

tiple single-antenna relays. The network we consider is assumed to be asynchronous,

meaning that the transceiver-relay paths are subject to different relaying and/or prop-

agation delays. In such a network, the end-to-end link can be viewed as a multipath

channel which can cause inter-symbol-interference (ISI) in the signals received by the

two transceivers. We model the end-to-end channel between the two transceivers as

a linear time-invariant system whose impulse response can have as many taps as the

number of the relays. In our model, each relay contributes to only one tap of the

end-to-end channel impulse response while several relays can contribute to the same

tap. Assuming a block transmission/reception scheme, we consider both pre- and

post-channel equalization at both transceivers to combat the inter-block-interference

(IBI) induced due to ISI. Considering amplify-and-forward relays, we study the prob-

lem of optimal design of pre- and post-channel linear equalizers and power loading

at the two transceivers as well as the network beamforming at the relays. To do so,

assuming a limited total transmit power budget, we minimize the total mean square
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error (MSE) of the linearly estimated signals at both transceivers by optimally ob-

taining the transceivers’ transmit powers and relay beamforming weights as well as

block pre- and post-channel linear equalizers at the two transceivers. We rigorously

prove that this minimization leads to all but one of the taps of the end-to-end channel

impulse response being zero. As a result, only those relays which contribute to the

non-zero tap (optimal tap) of the end-to-end channel impulse response will be turned

on and the remainder of the relays will have to be switched off. We present a simple

algorithm for determining which tap of the end-to-end channel impulse response has

to be non-zero. This tap dictates which relays have to be active while the rest of the

relays are turned off. We also provide semi-closed form solutions to the design pa-

rameters, namely the transceivers’ transmit powers, the relay beamforming weights,

and block pre- and post-channel equalization matrices at the two transceivers.

5.1 Future work

In this thesis, we extensively discussed the total MSE minimization of the linearly

estimated signals under a total transmit power budget for an asynchronous AF two-

way relay network with joint pre- and post-channel equalization scheme at both front-

ends. Some of the possible extensions to the work presented in this thesis are listed

below.

• In this thesis, we have tackled the problem of MSE minimization under a total

power constraint. Conversely, one can consider the problem of minimization of

the total transmit power subject to specific requirement on the MSEs of linearly
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estimated signals at the transceivers. This problem can be formulated as

min
p1≥0
p2≥0

min
w

min
E1,E2

min
F1,F2

Ptotal

subject to MSE1(w, p1,E1,F2) ≤ ε1

MSE2(w, p2,E2,F1) ≤ ε2

where p1 and p2 represent the transmit power at Transceivers 1 and 2, respec-

tively. Pre-channel equalization blocks at Transceiver 1 and 2 are denoted as

E1 and E2, and also post-channel equalization blocks are shown as F1 and F2

at Transceivers 1 and 2. The relay beamforming weights are denoted as w and

Ptotal is the total transmit power.

• This thesis focused on a single-input, single-output communication scheme; i.e.,

we have assumed that both transceivers and all the relay nodes are equipped

with a single-antenna. A possible extension to this work is to consider a MIMO

communication network where each node is equipped with more than one trans-

mit and receive antennas.

• We have chosen the total MSE of the linearly estimated signal as the per-

formance criterion for our optimization problem. One can also consider the

problem of sum-rate maximization in a similar setting. A comparison between

the results obtained in our work and the sum-rate maximization problem can

provide helpful insight into the design of cooperative communication systems.

• In our communication scheme, considering an asynchronous two-way relay net-

work, we deploy joint pre- and post-channel block equalization at the two front-

ends of the two transceivers. Instead of employing linear equalization blocks,
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utilizing decision feedback equalization (DFE) or maximum likelihood sequence

estimation (MLSE) equalization at the transceivers seems to be another chal-

lenging open area in this field.
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