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Abstract 
 

The adoption of Plug-in electric vehicles (PEVs) as a substitute to gasoline-based 

internal combustion engine vehicles represent a major change in the transportation 

sector. Typically, PEVs uses electricity to charge the on-board batteries instead of 

gasoline which is used in internal combustion engines. The main advantage of 

electrifying the transportation sector is to help lower fuel costs and reduce GreenHouse 

Gases (GHGs). Despite being an environmentally friendly means of transportation, the 

increased penetration of these electric vehicles may have negative impacts on the 

electrical power distribution system components (e.g. distribution primary feeders, 

transformers and secondary distribution lines), and as a result of these impacts, 

modification and upgrading of the distribution system components may be required. This 

can be achieved by increasing the distribution transformer sizes and adding new lines to 

the existing system, which may be considered an expensive solution. Several studies 

have been conducted to reduce the distribution system modification and upgrading costs, 

by coordinating the charging behavior of these vehicles either using centralized or 

decentralized control schemes. However, these methods limit the authority of vehicles’ 

owners regarding when to charge their vehicles which might be inconvenient for some. 

On the other hand, electric utilities offer different incentive programs for their customers 

to control their energy usage in order to reduce the probability of system failures and to 

increase the system reliability while decreasing the costs of infrastructure upgrade. 

However, most of these programs have not met the expected response from customers.   

In this dissertation, a new strategy is proposed to accomplish self-healing for the electric 

grid in order to reduce the negative impacts of PEVs charging demand. This novel 
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technique is based on applying the Transactive Energy (TE) control concept. The 

proposed implementation of the TE concept in this work is based on the adoption of a 

multi-agent system at different levels of the electric power distribution system (e.g., 

residential homes, neighborhood areas, and the Distribution System Operator (DSO)). 

These agents work in a cooperative manner in order to reach a state of consensus 

between the electric power distribution system resources owned by the electric utility 

(e.g., distributed generation, community energy storage) and the resources owned by the 

homeowners (e.g., rooftop solar photovoltaic, home battery energy storage). Moreover, 

the multi-agent system will allow the customers to use their own resources in an optimal 

way that can gain the maximum benefits offered through different incentive programs. 

The results have shown that the negative impacts on the electric power distribution 

system due to the plug-in electric vehicles charging demand can be mitigated by 

applying the proposed TE control which requires at least 30% of customers to own 

controllable battery energy storage unit.  

Keywords: Plug-in electric vehicles, energy storage, transactive energy, multi-agent 

system, cooperative control, distributed generation. 
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Chapter 1: Introduction 

1.1 Background  

The use of plug-in electric vehicles (PEVs) instead of gasoline-based vehicles is 

expected to bring several socio-economic and environmental benefits such as reducing 

Carbon Dioxide (CO2) emissions. Also, since PEVs uses electricity from the power grid 

to charge an on-board battery instead of using gasoline, the operating costs of PEVs are 

significantly less compared to the gasoline-based vehicles, and it is estimated to be one-

third according to [1]. Such benefits have motivated governments to offer incentives 

which take the form of rebates and/or tax credits to increase the adoption of PEVs. In 

2010, the Ontario government started offering incentives ranging from $5,000 to $8,500 

to consumers when they purchased PEV [2]. Other similar programs also exist in Quebec 

(Drive Electric Program), and British Columbia (Clean Energy Vehicle Program) [3].  

Fig. 1.1 shows the projected annual market share of PEVs based on forecasted annual 

sales up to 2050[4], similar study done by Plug’N Drive organization [5] to forecast the 

PEVs sales in the next 5 years, the study show that the PEVs sales expect to increase by 

100% in 2020. Given that the power drawn by PEV is comparable to that of a typical 

house [6], these PEVs will impose additional demands on the power grid, which will 

cause severe problems for several distribution system components. 

On the other hand, distributed energy resources (DERs) (e.g. wind, solar photovoltaic) 

have gained consideration due to the reduction in initial costs and due to being 

environmentally friendly [7]. In Ontario, two renewable energy programs exist, which 

include the Feed-in Tariff (FIT) program for large applications, and the second is the 



 

2 
 

micro Feed in Tariff (microFIT) for small applications [8]. In the FIT program, the target 

capacity ranges from 10 kW up to 500 kW. Due to this large capacity, the installation of 

DERS is limited to the primary electrical distribution system (PDS) which starts from 

the distribution substation and ends at the primary of the distribution transformers 

feeding homes [9]. However, solar PVs and in particular, rooftop PVs installed in 

residential areas (i.e. secondary distribution systems, which starts from the secondary of 

the distribution transformer and ends at a customer’s smart meter) are part of the 

microFIT program, which targets applications with less than 10 kW power. 

The increased penetration of renewable energy sources, and the increased demand due 

to PEV charging, will certainly have significant impact on the aging infrastructure of the 

electric power distribution grid. At present, there are no integrated tools to help the 

electric utilities to manage the increase in the power generation from the integration of 

renewable energy sources and the increase in demand due to the integration of PEVs. 

Previous researcher [10-11] has proposed the use of DERs to supply PEVs charging 

locally. Similarly, a group of PEVs charging in the same neighborhood at the same time 

will also overburden the grid even with the presence of DERs. 

Distribution transformers are one of the most affected components in the power 

distribution system when PEVs are introduced [12]. This causes a problem since the 

distribution transformers represent the most expensive asset to electric utilities, both as 

an initial and operating cost. Distribution transformers represent about 9 to 20% of 

electric utility expenses in a year [13]. 
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The focus of this dissertation is to calculate the combined impact of PEVs, and DERs 

on distribution transformers and propose a suitable strategy to mitigate the impact on 

their loss of life. 

 
Figure 1.1 PEV Annual Market Share Future Forecast up to 2050 [4].  

1.2 Overview of the Electrical Power System 

The electric power system can be divided into three main subsystems; 1) the generation 

system typically has capacity in the range of 5 MW to 1000 MW [14]. 2) The 

transmission system contains the transmission substation and the transmission lines. The 

transmission substation is used to increase the voltage to a range of 35 kV to 230 kV and 

is usually located at the power generation station [14]. The transmission lines supply 

distribution substations with transmission voltages where the high voltages step down 

to lower levels using the distribution substation transformers (DST). 3) The electric 

power system ends by the distribution system which makes up the last link of supplying 

electric power to the customers. The distribution system is commonly broken down into 

three sections: the distribution substation, the primary distribution system (PDS), and 



 

4 
 

the secondary distribution system (SDS). More details about these three sections will be 

provided below. 

Fig. 1.2 shows the details of the electric power system starting from the generation to 

the customer and indicates the operating voltage of each subsystem.   

 

Figure 1.2 Overview of the Electric Power System Infrastructure [14] 
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1.2.1 Distribution Substation 

The voltage in the transmission system is stepped-down by the DST. A distribution 

substation consists of one or more power transformer banks, voltage regulating devices, 

buses, and switchgear. The substation bus arrangement can have different topologies 

which can be classified as: 

a) Single Bus. 

b) Single Bus with Bus Sectionalizers. 

c) Double-bus. 

d) Double Breaker. 

e) One and A Half Breaker Bus  

f) Main and Transfer Bus System 

g) Ring Bus System 

The distribution substation voltage is usually in the range of 12 kV to 14.4 kV. Fig. 1.3 

shows the typical distribution substation with several feeders. 

1.2.2 Primary Distribution System 

The PDS represents the part of the distribution system between the distribution 

substation and the distribution transformers feeding the residential homes [8]. The PDS 

consists of several different circuits called distribution feeders, which start on the 

secondary side of the distribution substation. 

Two different types of PDS are commonly used called radial and network systems.  

Radial systems use a single path to deliver power to loads. A network system has many 

different paths which together deliver power to the loads.  

 



 

6 
 

 

Figure 1.3 Distribution Substation with Several Feeders [14] 

1.2.3 Secondary Distribution System 

The SDS is the part of the system which starts at the distribution transformer and ends 

at the customer’s meter [15]. The SDS consists of a step-down transformer and 

secondary circuit with the final usable voltage. In North America, residential 

neighborhoods are usually single-phase, while commercial and industrial applications 

use three-phase. 

Various circuit arrangements exist in the SDS, the most basic circuits are radial. 

Common voltages used in the SDS are given in Table 1.1. 
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Table 1.1 Utilization Voltage in Secondary Distribution System [15] 

Voltage level Number of phases Number of conductors 

120 Single 2 

120/240 Single 3 

208Y /120 Three 4 

240 Three 3 

480Y/ 277 Three 4 

480 Three 3 

600 Three 3 

 

1.2.4 Distributed Energy Resources  

There is a growing awareness that increasing the number of distributed energy resources 

(DERs) and energy efficiency devices is crucial to help reduce climate change and our 

dependence on fossil fuels. The Canadian government is planning to spend $5.9 to $8.3 

billion on climate change initiatives over the next five years [16].  Fig. 1.4 shows the 

outcome of a study performed by the Ontario's government to track the greenhouse gas 

(GHG) reduction and determine the required reduction in GHG by 2050 in Ontario. As 

depicted in Fig. 1.4, the study showed that the Canadian government was able to reduce 

the GHG in Ontario by 6% in 2014 and target to 80% reduction by 2050. By increasing 

the deployment of DERs (e.g., renewable-based distributed generation and energy 

storage) it will not only help reducing the GHG but will also create new economic 

opportunities, and provide energy to billions of people.  
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Environmental and security concerns have shown great interest in homeowners to 

having small scale renewable sources for power generation. Many countries around the 

world have started a different set of incentive programs to encourage homeowners to 

deploy distributed resources. In Ontario, the microFIT program [7] is meant to target 

homeowners looking to add renewable sources to their homes.  

The term “Distributed Energy Resources” (DERs) can be defined as smaller power 

sources that generate electric power on the same site where that power is consumed. 

DERs may take many forms, including geothermal, micro-hydroelectric, solar, wind and 

battery storage systems. 

 

Figure 1.4 Ontario GHG Emission Reduction Target [16] 

Energy storage systems can operate as either an electric load or an electric source. One 

of the great advantages of energy storage is the fast and accurate response to the changes 

in the system operation. This also allows for smooth integration of renewable energy 

sources that are intermittent in nature. The problem of energy storage is the missing tools 

to evaluate and understand the economics of energy storage.  

Energy storage can provide different functions based on where the storage is installed 

and these functions help utilities face the uncertain of peak load growth occur in the 

distribution systems and the high variability of the power generated from renewable 

energy sources. The different energy storage functions [17] can be seen in the list below: 
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A. Peak load management 

B. Frequency regulation 

C. Capacity market 

D. Voltage regulation/reactive power support 

E. Backup power/islanded grid operation 

F. Accommodate rapid power swings 

G. Provide low-voltage ride through for wind farm 

H. Provide ancillary services 

I. Demand clipping 

J. Time of use (TOU) period time shifting 

K. Response to real-time pricing signals 

L. Utility control in emergencies or as needed 

M. Load shifting and output smoothing 

N. DC fast charging and vehicle energy storage 

O. Demand response support 

1.2.5 Plug-in Electric Vehicles 

The large adoption of PEVs brings potential, social and economic benefits to the society. 

The focus of promoting the use of PEVs for transportation is crucial to address the 

climate change problem and reduce the fast depletion of fossil fuels. However, there are 

lots of doubts in the market about how far the customers will accept moving from 

gasoline-based vehicles to PEVs. These doubts present in the high initial and operation 

costs and the insufficient number of charging stations. Table 1.2 shows the top six 

countries adopting PEV in 2015 [18]. 
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There are several types of PEVs, each with different features and battery sizes. Some of 

the new types of vehicles include Battery All Plug-in Electric Vehicles (AEVs), Plug-in 

Hybrid Electric Vehicles (PHEVs), and Fuel cell electric vehicles (FCVs). Fig. 1.5 

shows the different electric vehicles technology. 

Table 1.2 Number of New PEVs Sales in the Top Six Selling Countries 

Country PEV adoption 

China 176,627 

United States 115,262 

Netherlands 43,971 

Norway 34,455 

United Kingdom 28,188 

France 27,701 

 

 

Figure 1.5 Plug-in Electric Vehicles Configuration, (a) All Electric Vehicles, (b) Plug-
in Hybrid Vehicles 
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Using PEVs will allow for lowering fuel costs, reducing greenhouse gases (GHGs) 

emissions, and performing ancillary services to utilities like facilitating demand-side 

management if the PEVs are equipped with the communication technology. 

 Despite the advantages of PEVs, the charging demand required by these vehicles is seen 

as an additional demand from the system point of view. This additional demand must be 

supplied by any available generation, which will increase the power flow in the 

distribution system. The impacts vary based on PEVs penetration level and charging 

pattern. This can be seen as an increase in the case of uncontrolled charging PEVs, at 

which the car owners driving pattern and charging timings are unpredictable. On the 

other hand, the impact may be mitigated in the case of off-peak charging of PEVs, which 

will improve the demand curve seen by electric utilities. 

The negative impact of PEV adoption on the power grid can be listed as follow: 

A. Power supply shortage 

B. Phase imbalance  

C. Power Quality issues  

D. Transformer degradation and failures  

E. Circuit Breakers and Fuse Blow-outs  

More discussion and explanation will be in chapter two. 

1.3 Smart Distribution Management System 

The smart distribution grid (SDG) will open an avenue for the end user (homeowner) to 

participate in power generation and/or energy saving programs. The SDG can define as 

the portion of the Smart Grid (SG) intelligent functions that deployed in the utility DS, 

on the higher level, it allows the electric utilities to operate their grid infrastructure and 
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resources in a more efficient, economic, and reliable manner. In order to operate the 

electric grid in an optimal way sometimes it will come with a sacrifice on the part of 

homeowners. These sacrifices include moving their load operation to off-peak periods 

which will be inconvenient for most people. 

Homeowners have a set of questions which need to be satisfied in order to encourage 

consumers into these smart grid operations. These questions look like “What's in it for 

me?" or “Does that need a lot of effort and time?”. 

The best way to address these question is to make sure the entire level of the power grid 

is managed in an optimal way. Fig. 1.6 shows the different management system that 

should exists within any smart distribution system from the author’s perspective, more 

details will be given in the following subsection. 

WAEMS

NAEMS
HEM

NAEMS
HEM

 
Figure 1.6 Different Levels of Energy Management Used in Power Distribution System 
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1.3.1 Home Energy Management System 

Home energy management systems (HEMS) include any product or service that is 

capable of monitoring, controlling, and/or performs analyses on the measured data 

within the residential customers’ premises (i.e., home). Also, some of these products are 

able to automatically respond to the residential utility demand response incentive 

programs, execute automation services, energy management, data analysis and 

visualization of the homeowners’ energy profile, and finally, they can perform security 

services. 

Home energy management systems can connect to utility’s revenue smart meters that 

are currently used for billing the residential customers and are considered networked 

home energy management systems. These systems can communicate with the smart 

meter to get energy data for billing, temperature information and time of use pricing as 

well as to perform control actions within the home. These controlling functions are 

usually called home automation and have shown to provide significant energy savings 

of up to 20% [19]. 

Since HEMs first hit the market in 2008, many new companies have begun producing 

products that fall under this umbrella. Fig. 1.7 shows the different HEMS products that 

are being developed and the market for HEMS is split into different categories. The 

defining split between the products is whether they are utility or consumer focused 

solutions. 

Utility-focused solutions are aimed at electric utilities and the households which are 

enrolled in HEMS programs. These solutions are highly customized for a specific utility 

and typically aim to control and monitor only one load in the home. This monitoring 
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provides the utility with real-time information regarding the loads operation and the 

control allows the utility to toggle the state of the load in order to satisfy demand 

response or energy efficiency programs. One of the most popular utility solutions is the 

demand response in which the utility can actively control loads inside the home with 

additional hardware. These solutions usually range from free to several hundred dollars 

and if consumers allow them to work properly, can reduce energy usage by 2 to 20% 

[19]. However, utility benefits are much greater than just the energy reduction as it 

allows them to perform additional functions for outage management or critical peak 

periods.  

Most HEMS operate independently without utility intervention and are easily integrated 

with utility communication systems.  

Some functions do not involve the utility at all and allow the homeowner to set up their 

own smart home. These HEMs functions are usually focused on economic savings and 

can be sometimes in conflict with one or more of the utility’s objectives (e.g. customers 

can charge their vehicles and energy storage system when the cost of electricity is low 

which will significantly degrade the DS infrastructure, which against the utilities 

objective to maximize the life time of DS equipment’s and minimize the required 

upgrade cost). The HEMS providers most of the time targeting consumers directly and 

ignoring the utility’s objectives. 

For any HEMS to achieve market success, the industry must overcome challenges to 

enable homeowners to easily sell, install and manage their solutions. Fig. 1.8 show 

samples of HEMS. 



 

15 
 

 

Figure 1.7 Products Used for Home Energy Management (source Iris company products) 
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Figure 1.8 HEM Systems Connected to Utility Network [20] 

1.3.2 Neighbourhood Area Energy Management System 

The role of this level is to perform energy management and control in a neighborhood 

through a cooperative way by communicating with the Home Area Energy Management 

Systems within neighborhoods (HEMS), as well as controlling the DERs, and other 
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loads which exist at the neighborhood level (e.g. street lighting). Fig 1.9 show the layout 

of the NAEMS. 

In order to implement this system, it should be able to send and/or receive information 

from various neighbourhood HEMS installed in customers’ homes and DERs owned by 

electric utilities, then be able to analyze these data to determine the energy consumption 

pattern, the peak and off-peak periods, and provide advice and control actions to both 

consumers (home owner) and utilities in order to improve energy usage. 

Different communication protocols are used to ensure reliable data transfer between the 

HEMS and the NAEMS. Advanced Metering Infrastructure (AMI) [21] is one of the 

new features that add to the smart meter to enable the HEMS to connect with utilities or 

NAMES. AMI uses two way communications to be able to send/receive data and 

commands between the HEM and NAEM. Another scheme is using the home Wi-Fi 

network to deliver the information through the internet.  

This level will convert the homeowners to have and active role in the smart grid 

operation, the required control actions will help to meet the daily load requirements with 

suggested actions that can be taken to reduce energy usage. It will also help the DSO to 

operate the distribution system in the most economical way, improve energy efficiency 

and lower carbon emission in neighborhoods. Moreover, it will define and validate their 

business strategies and pricing schemes, ensure maximum utilization of DERs in 

neighborhoods, and enable load shifting and peak clipping services.  

In order to ensure the success of the neighborhood management system, it should also 

provide the right information at the right time to take the most suitable control action, it 
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needs to encourage the end user’s engagement through social networks and increase 

energy consumption awareness. 

NAEMS

Neighborhood Electricity Grid 

ConsumerProsumerConsumerProsumerProsumer

Electricity Grid and other Utility Grid

Communication Line

Power Line

Figure 1.9 Neighborhood Energy Management System 

1.3.3 Wide Area Management System 

Wide area management systems enable advanced analysis of energy data received from 

the neighborhood management system (NAEMS). Early detection of power quality 

problems can also be performed with tracking and determining energy usage in NAEMS. 

This will enable facility capacity planning and maintenance. The data provide trending 

information which can be used to troubleshoot potential issues and enable the utility to 

change their pricing schemes from the time of use pricing to dynamic real-time pricing. 

This will improve energy usage, and decrease the stress over the power system 

infrastructure as shown in Fig. 1.10. The WAEMS will also ensure the optimal power 

generation allocation from different stockholders. The following functions can perform 

through WAEMS: 

A. Grid optimization 
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B. Outage time reduction 

C. Situational awareness 

D. Asset utilization and optimization 

E. Crew management and safety 

F. Distributed resources integration 

G. Demand response integration 

 

Figure 1.10 Wide Area Management System [21] 

1.3.4 Transactive Energy Market 

With the previous explanation of the smart distribution energy management system, it is 

required to define the best control scheme that will be able to achieve the maximum 

benefits of the intelligent components installed on distribution system either in the 

utilities or homeowners’ level. 

Energy Trading Reduce Cost 

Relieve Congestion 

Grid Ops 

Wholesale Market 

Market Trading 

Carbon Trading Improve Reliability

Integrate Renewables Optimize Energy 

Retail Market

Capacity Reserves  

Transmission  Generation   

Consumption  
Distribution  

WEMS Operator   



 

19 
 

Different schemes are used to establish the communication between the electric utilities 

and their customers in order to involve them in the smart grid operation.  

These schemes [22] can be summarized as follow: 

The first scheme, is the active market at which the customers respond to price signal sent 

from the central controller, then the HEM can react to the price signal, the drawback of 

this scheme it doesn’t provide feedback to central controller if it will accept or reject the 

respond to the price signal. 

The second scheme, is the interactive market which is similar to the active market 

scheme. However, the customer can feedback their decision to the central controller to 

dynamically adjust the pricing signal. 

The last scheme, is the Transactive market which is defined as “A set of economic and 

control mechanisms that allows the dynamic balance of supply and demand across the 

entire electrical infrastructure using value as a key operational parameter” [23]. This 

scheme will allow active engagement of end user by applying negotiation and different 

bidding strategy to the available capacity and resources owned by customers until they 

reach an agreement with the electric utilities. Up to now, most of utilities applied the 

active energy market. However, the interactive and Transactive energy market are not 

deployed in the distribution system.  

1.4 Problem Statement and Motivation 

In Canada, electricity is at an inflection point where many changes are starting to take 

place in many different areas of the electric grid. Most of Canada’s electricity 

infrastructure is nearing the end of its lifespan and this has forced electric utilities for 

massive investment in grid modernization. This investing is essential for a reliable, cost-
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effective and sustainable power grid for years to come. However, the cost associated 

with this infrastructure upgrade will be at least $350 billion in capital investments over 

the next 20 years [24]. 

This is an unprecedented infrastructure investment and as such is driving up electricity 

prices. The average electricity price is expected to be approximately 20 percent higher 

by 2035 compared to prices in 2013 [25]. Fig. 1.11 shows the expected rapid increase in 

electricity rates. A systematic approach to innovation is needed for it to be possible to 

both create new technologies and to meet rapidly change in customers demand while 

finding new efficiencies to mitigate the impact of rising prices. 

Some of the current drivers of this work are to reduce GHG emissions; increasing system 

reliability and to come back climate change. This will empower customers and help them 

play more of a role in shaping the future electricity system while lowering costs.  

One of the promising solution that will help utilities to maximize their profit and reduced 

the upgrade cost is using Transactive Energy control, which will enable the active 

involvement of customers without interrupting them. 

Electrical utilities reports [24], shown that the distribution network is suffering and 

requires an upgrade. Electric utilities aim to add a set of energy services through a data 

exchange between utility and the customer management system that include responsive 

loads, PEVs, and DERs. However, the integration of PEVs or DERS can negatively 

affect the distribution system due to the uncertainties associated with the process of 

PEVs charging such as time of charge, battery state of charge, number and location of 

PEVs, and the power generated from the DERs. 
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All of these problems and motivations have stimulated researchers to think about the 

best strategy that can be used to solve these issues. This work aims to introduce a new 

energy management platform based on applying the Transactive Energy control concept, 

to help eliminating the negative impacts of charging PEVs in the distribution system. 

The proposed Transactive Energy based platform aims to help resolving the conflicting 

objectives between the customers and the utility while ensuring minimum cost of power 

delivery for electrical utilities at improved reliability and efficiency. One of the key 

players in this proposed Transactive Energy-based platform is the energy storage. 

However, the economic justification of using energy storage still requires the user to 

take full advantage of the energy storage benefits. 

The widespread deployment of energy storage systems requires a coordinated effort on 

the part of technology developers and electric utilities to ensure that systems are 

designed to adequately address the consumers and the utility needs.  

  
Figure 1.11 Ontario Energy Price Forecast [25] 
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1.5 Contribution 

The contributions of this dissertation are summarized as follows: 

The first contribution is to apply the Transactive Energy (TE) control to mitigate the 

impact of Plug-in Electric Vehicles (PEVs) on the distribution system. The new TE 

control platform will solve the conflicts between electric utility objectives and customer 

objectives. These conflicts are the major reason why the conservation programs offered 

by electric utilities are unsuccessful. The TE control platform is a novel concept which 

introduced in this work by the adoption of multi-agent systems in the power grid. By 

allowing the agents to work in a cooperative manner, the TE control platform will help 

electric utilities reach an agreement with customers (i.e., homeowners) on how to use 

their energy resources (solar PV and/or energy storage). A negotiation process between 

multi-agents systems is used to reach the agreement. The operation of the multi-agent 

system is mathematically formulated to ensure all agents achieve their maximum profit. 

By applying this new technique, the final TE control solution can improve the existing 

energy conservation programs offered by the Canadian Independent Electricity System 

Operator (IESO). The application of the TE cooperative control concept is what 

distinguishes this work from the existing literature. 

The second contribution of this work is in improving distribution system component 

modeling. This can be done by improving the modeling of wind-based DGs, PEVs, and 

solar PVs. In wind DGs and solar PVs, the unsupervised clustering techniques is used to 

address the variability in weather data. This will overcome the issue of 

under/overestimating the power output from the DGs. The Cluster Distribution Validity 

(CDV) index is a new index introduced in this dissertation to assess the goodness of 
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clustering representative wind speed profiles produced using unsupervised clustering 

techniques needed to model the power output from wind-based DGs. On the other hand, 

a realistic estimation of the impact of PEVs on the primary distribution system is 

implemented by providing service nodes (i.e. homes), after modeling the secondary 

distribution system components to connect electric vehicles.  

The results of this dissertation have been published in several peer-reviewed journals 

and conferences [27- 30].  

1.6 Thesis Organization 

The work of this thesis is organized as follows: 

Chapter 2 surveys the previous work investigating the impact of plug-in electric vehicles 

on the Electric distribution system embedded with or without distributed energy 

resources. The aim is to provide the necessary background on how previous work has 

addressed the problem from a system impact analysis perspective and the different 

proposed solutions to mitigate the PEV impact including the potential of using battery 

energy storage and cooperative control. This chapter concludes by identifying the 

previous studies research gaps and the notable areas which can be improved. 

Chapter 3 provides information on the research methodology used in this work. The 

survey summarizes the research methodologies that have been proposed to determine 

the best approach to optimally managing the distribution system resources so to satisfy 

all electric power distribution system participants. This chapter also presents the 

implementation of the control rules and the communication between different 

distribution system levels.  
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Chapter 4 describes the modeling and implementation of the electric power distribution 

system infrastructure used to evaluate the proposed research work. The system modeling 

includes the representation of both distribution system primary and secondary systems, 

plug-in electric vehicles, distributed energy resources. This chapter also presents the 

implementation of the multi-agent cooperative control used for optimal distribution 

system asset management based on day-ahead load forecasting. 

Chapter 5 presents the results of implementing the proposed approach to managing the 

distribution system resources and mitigate the electric vehicle charging load to the IEEE 

123-bus and IEEE 34-bus standard test systems after modifying the test systems to 

incorporate the secondary system.  

Chapter 6 present the conclusions, recommendations and future work.  
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Chapter 2: Literature Review 

2.1 Introduction  

This chapter surveys previous work studying the impact of PEVs charging on the electric 

power distribution system. The solution methodologies developed in the literature will 

be carefully reviewed considering the integration of the distributed energy resources. 

Also, this chapter summarizes the previous studies which investigated the potential of 

energy storage and multi-agent cooperative control to address the problem in the electric 

power distribution systems. 

2.2 Impacts of Plug-in Electrical Vehicles  

Most of the work in literature tries to estimates the PEV charging demand on the PDS 

assuming that the PEV demand follows certain probability distribution [31-34]. A large 

part of this assumption is due to the deficiency of modelling the SDS components which 

is essential for modeling of the secondary points at which PEVs are connected and 

charged. Due to this assumption, most of the studies [35-39] have focused only on 

primary distribution assessments, and even fewer studies take into account the SDS [40-

42].  

In [43], the authors quantify the impact of PEVs on the electric power grid by using a 

set of different power quality indices. However, the study did not investigate the effect 

of PEVs on transformer loss of life.  

In [44] the impact of PHEV’s on the distribution system voltage, energy losses, load 

factor and maximum load were investigated. The technical and regulatory market 

prospective to adopt PEVs in Ontario was discussed in [45]. Sortomme et al. [46] show 
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the distribution system can have unacceptable voltage violations in the case of 10% PEV 

penetration.   

Impacts of PEV charging on a low voltage power grid at different PEV penetrations is 

discussed in [47], the study conclude that increased peak load, increasing power losses, 

overload of transformers and lines, increased voltage drop and increased voltage 

asymmetry can affect the power grid due to PEV charging. 

Assolami et al. [48] investigated the impact of extended battery PEV charging demand 

on the distribution system in terms of overload and transformer loss of life.  

Paterakis et al. [49] investigated the optimal operation of DERs to prevent transformer 

overloading in the presence of PEVs. 

In [50], the impact of PEV charging demand on the distribution network in British 

Columbia (BC) is investigated in terms of transformer overload using Monte Carlo 

simulation. The impact of PEVs on distribution transformer LOL was investigated by 

Rutherford and Yousefzadeh in [51]. In [52-55], transformer aging was estimated due to 

increasing PEV charging demand, it was reported that the transformer LOL may increase 

by up to 10000 times in the case of high PEV penetration. [56–58] assessed the impact 

of PEV charging on the distribution transformer for both hot-spot temperature and LOL. 

In [19] feasibility of charging PEVs using renewables sources (solar PVs), the authors 

estimate the probability of distribution transformers experiencing overload, without 

estimating the effect on the transformer’s LOL, same approach can be seen in [59]. 

Geiles and Islam [60] investigated the impact of PEVs and solar PVs on a 200-kVA 

distribution transformer in Australia.  
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In [61] the impact of PEV charging demand on the distribution system was seen to 

increase the transformer failure ratio by 0.02 % per year and reduced the life of the 

transformer by 69 %, when PEVs used level 2 charging. The harmonic and load 

distortion, due to this higher penetration rate of PEVs was then seen to degrade the 

transformer life span by 40 % per year. 

2.3 Mitigating PEV Impact on Distribution System   

Most of the proposed solutions in the literature that aim to mitigate the impact of PEV 

charging demand on the electric power distribution system can be grouped into two 

categories: 1) using control and coordination of electric vehicle charging times; 2) using 

distributed energy resources.  

The PEVs charging coordination techniques may include either centralized or 

decentralized strategies. In centralized strategies [62-64], a central operator dictates 

precisely when and at what rate every individual PEV should charge. The main 

drawback of this method is that it requires significant communication and computational 

capabilities and in the case of communication failure the whole control strategy 

collapses. Studies in [65-67], proposed decentralized or distributed strategies, in which 

individual PEV could determine their own charging pattern to within certain limits. Both 

strategies share the same drawback with limited authority of vehicles’ owners regarding 

when to charge their vehicles which might be inconvenient for many. 

In [68], a decentralized multi-agent system is developed to manage a power distribution 

system with PHEVs in order to perform different ancillary services such as Spinning, 

Regulation, and Peak shaving. In [69], a distributed, multi-agent PEV charging control 

strategy based on the Nash Certainty Equivalence Principle is introduced to remove the 
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impacts of PEV. In [70], an agent-based control system that coordinates the battery 

charging of PEVs in distribution networks is proposed. The solution to charge PEVs at 

times of low electricity prices within the distribution network is proposed in [70] with 

technical constraints. Neural networks are used in the decision making of agents. In [71], 

an optimal charging rate control of PEVs based on consensus algorithm is proposed, 

which aligns each PEV's interest with the system operating conditions. In [72], a 

decentralized pricing strategy is used to determine charging service reservations for 

PEVs. 

In [73], the concept of introducing the vehicle to building (V2B) is presented. The 

controlled charging schemes of PEVs include a benefit to adding to a building energy 

system and the distribution grid. 

In [74], market-based multi-agent systems that incorporate the distribution transformer 

and voltage constraints for the charging of a fleet PEVs are presented; the agents are 

assigned based on the charging power of PEVs with the highest need for energy.  

In [75], supervisory control algorithm was proposed to reduce the PEV impact on the 

power system. In [76], a new algorithm for PEV charging based on scheduling and 

considering a probabilistic charging time was introduced. In [77], an optimization 

algorithm was used to coordinate PEV charging in order to minimize power losses in the 

distribution system. In [78], a comparison between dynamic programming and quadratic 

functions was done in order to reduce PEV charging impact. This study used 

deterministic and stochastic PEV charging demand models.  

In [79], a simulation environment consisting of several different tools for simulating 

vehicle traffic, charging activities, power generation, and the electrical network, was 
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used to develop a simulation environment and charging strategy for optimizing the 

charging demand from PEVs.  

The use of a surplus of power from wind DGs to charge PEVs was introduced in [10]. 

However, the proposed methodology was only limited to mitigate the impact of PEVs 

in the PDS and hence did not include transformer overload for the remaining secondary 

system components. 

In [80], the mixed integer linear programming method was used to schedule the charging 

of PEVs in the presence of energy storage system (ESS) from the electricity market 

perspective. The use of ESS and an on-line management system to charge PEVs in 

islanding conditions is discussed in [81].  

The author’s previous work in [27] extensively studied the synergy between wind DG 

and PEV charging. The author introduced a new set of indices to measure the impact of 

PEV charging on the electric power distribution system. The author used Monte Carlo 

simulations to address the uncertainties associated with the changing wind speed and the 

stochastic nature of PEVs charging.  

Melo et al. In [82] discussed the possibility of using solar PV’s to reduce transformer 

overload, however, the proposed technique only partially mitigated the impact of PEVs 

on the primary system components only.  

The author’s previous work in [28] investigated the possibility of using rooftop solar 

PV’s as a solution for the PEV charging problem and the authors reported that the PV 

can partially reduce the transformer overload problem. However, at high PV 

penetrations it was reported that many transformers have experienced overload which 
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was due to the reverse power flow and hence may lead to transformer premature 

replacement.   

More of the authors’ previous work can be seen in [29], in which an optimal distribution 

system retrofitting scheme is proposed to mitigate the PEV load on the distribution 

system. The author presented the optimal design for the new distribution system to 

include the effect of PEV charging demand at minimum cost. 

2.4 Distributed Energy Resources for Reliable Distribution System  

Most of the work done to date representing the DREs in the distribution system does not 

properly address the uncertainty of the DERs. For example, fluctuations in wind speed 

profiles need to be estimated in order to determine the power generation from wind-

based DGs. This has been dealt with in the literature, either by assuming that it follows 

a certain probability distribution [83-84] or by using different clustering-based 

approaches [85-86]. The resultant wind speed profiles from both approaches are not 

accurate enough to represent the wind speed data. The developed profiles may over or 

underestimate the output power generated from wind DGs.  

Battery energy storage as a DERs can be located at the supply side under utility control 

or at the demand side under the homeowner’s control with or without utility 

recommended actions. From the application perspective, the battery energy storage can 

support the bulk integration of renewable energy generation, to get rid of the uncertainty 

and the intermittent behavior. 

In [87-90], the authors investigated the use of BES to mitigate the negative impact of 

large wind power and PV installations. In [91], a linear-quadratic optimization algorithm 

is used to determine the optimal use of energy storage to improve the system reliability. 



 

31 
 

In [92], a convex optimization method was used for optimal DERs to perform a power 

system peak shaving function. In [93], a Markov Decision Process (MDP), and an on-

line learning technique was used for real-time BES management for homeowner benefit 

maximization. 

The second application is to use storage to reduce a homeowner’s energy bill. Studies 

[94, 95] proposed energy management system for battery energy storage to perform 

demand response for electricity cost minimization. 

2.5 Multi-Agent Cooperative Control in Power Distribution System 

Multi-agent cooperative control has been used in many different applications in order to 

obtain a flexible control system that has the advantage of a centralized and decentralized 

control strategy. In this section, the basic application using multi-agent control in a 

distribution system will be highlighted. These application are categorized into three 

basic applications: 

First, using the multi-agent control in a Smart grid application. In [96], the authors used 

three advantages of multi-agent control (autonomy, local view, and decentralization) to 

develop a distributed algorithm for grid service restoration after detecting and isolating 

a fault. In [97], the study proposed a demand response scheme based on smart utilization 

of building resources and allowing the building management system to participate in the 

electricity market. In [98], the study proposed a smart HEMS that allowed homeowners 

to have more flexibility in their consumption.  In [99-101], the study proposed a smart 

grid self-healing service using a MAS to select the optimal switching operation for 

service restoration after locating and isolating faults. In [102], a MAS is used to control 

the operation of distributed energy resources to perform ancillary services.  
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The second category uses the multi-agent control in micro-grid (MG) applications. In 

[103], cooperation between micro-sources and the BES is used for frequency and voltage 

control during islanding operation. In [104], voltage regulation and reactive power 

control using distributed cooperative control in micro-grid operations are used. Xu et al. 

[105] proposed a supply–demand balance in an isolated distribution grid using 

cooperative control and coordination of energy storage. Hernandez et al. [106] proposed 

an active power management system in multiple MGs consisting of battery storage, solar 

PVs, and diesel micro-sources for both operating modes; grid-connected mode and 

islanded mode. Fazal et al. [107], proposed a real-time demand response model for a 

micro-grid in the presence of PEVs and energy storage. 

The third category used the multi-agent control in distributed generation applications. In 

[108], the study proposed a control strategy of DGs to balance the power supply and 

demand, maximize power usage from DGs, and minimize cost. In [109], multi-agent 

cooperative control was proposed to adjust the distribution system voltage level by 

controlling the reactive power of multiple feeders having wind DG units. In [110], a 

cooperative control strategy used to regulate the power generated from multiple PV 

generators. In [111], the study proposed a control strategy in the distribution system in 

order to achieve optimal operating conditions, and maximizing the power point tracking 

of wind turbines and PVs. 

2.6 Transactive Energy Control 

There are very few studies in the literature regarding the implementation of the 

Transactive Energy market. In [112], game theory used to simulate the dynamic 

behaviour of the consumers who were able to actively participate in smart grid operation. 
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The authors used the Shapley Value method and Nikaido-Isoda function to get the best 

payoff for each energy cell (customer), with the use of the power loss minimization as 

the objective function. In [113] three different tariff scheme, TOU, flat rate, and feed-

in-tariff were used to find the most cost-effective solutions to integrate solar PV and 

battery energy storage systems. The author found that the use of transactive energy 

management can help consumers making the proper decision whether to invest or not in 

solar PV systems and BESS. In [114] the author used the transactive control to find the 

best operation in vehicles to grid mode and grid to vehicles mode using double auction 

price market. In [22] transactive control was applied to decrease the distribution system 

congestion using demand response programs. 

2.7 Research Gaps 

The major gaps seen in the previous studies can be summarized as follow:  

Until now applying the Transactive Energy (TE) control to extract the maximum benefits 

from the resources in the distribution system while encouraging customers to be more 

actively involved in the smart grid operations is not fully investigated. Specifically, 

using the TE control to solve the conflict between homeowners’ objectives (e.g. reducing 

energy bills, continuity of supply, and comfortability by convince charging of their PEV 

at any time) and the electric utilities’ objectives (e.g. minimize the operating cost, 

maximize profits, mitigate the PEVs charging demand impact on the distribution system 

without infrastructure upgrade), solving the previous conflicts were not presented in any 

of the previous studies. 

 The lack of accurate modeling of distribution system components result in inaccurate 

estimation of the impact of new loads such as the future impact of included PEV in the 
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distribution system at any penetration level. Moreover, since the renewable energy 

resources are weather conditions dependent, the variations in the power generation from 

these sources need to be properly represented otherwise the inaccurate representation of 

these resources may also generate a large error in the predicated generated power which 

may propagate into the analysis. On the other hand, energy storage, up to now most of 

the previous studies could not justify the cost and get the maximum benefits of including 

energy storage in the distribution system. 

2.8 Research Objectives 

The aim of this work is to apply and demonstrate the use of the Transactive Energy (TE) 

control platform to solve the conflicts between customers’ objectives and electric 

utilities’ objectives. Moreover, the TE control will enable the cooperative operation of 

the distribution system energy resources to mitigate the Plug-in Electric Vehicles (PEVs) 

impact on the distribution system. Also, this work introduces novel and accurate models 

that can quantify and assist the impact of integrating distributed energy resources and 

PEVs on the electric distribution system components. 

The second objective is to quantify the transformer (which is the most expensive asset 

in DS) loss of life in the presence of PEVs, DERs connected to the electric distribution 

system. 

The finial objective is to introduce the energy storage system into a different level in the 

DS (utility, distribution substation, and home level) with a new functions that will be 

able to alleviate the transformer overload and hence reduce the distribution transformers 

loss of life. 
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2.9 Summary  

This chapter presents a comprehensive survey of the impact of charging plug-in electric 

vehicles (PEVs) on distribution system. Also, the proposed solutions of previous studies 

to mitigate the PEVs impact in order to operate the distribution system in optimal way 

are discussed in detail. 

The author discusses a different way to mitigate the PEVs impact either using distributed 

energy resources to charge the PEV locally or using vehicles charging coordination 

techniques. Moreover, using the energy storage system in the distribution system to 

charge the PEVs or perform ancillary service is discussed.   

The chapter also summarizes the previous work regarding using the Transactive Energy 

(TE) control to encourage customers to be actively involved in the smart grid operation.  

The chapter also summarizes the previous work regarding using the transactive energy 

control to encourage customers to be actively involved in the smart grid operation.  

The chapter concludes by identifying the research gaps (e.g. inaccurate modelling for 

either the DERS or PEV, and the absence of reliable tools to satisfy electric utilities 

objectives and the customers’ objectives) and proposes a set of objectives to fill these 

gaps. 

The next chapter explains the details of the methodology required to achieve the 

proposed objectives. 
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Chapter 3: Methodology 
3.1 Introduction 

With the introduction of the smart grid, consumer demand can be controlled by electric 

utilities (e.g. controlling the operation of air conditions), which will help utilities 

perform different self-healing functions (e.g. change the power generation, change 

customers’ consumption (load shifting, load shedding)) to increase the system reliability. 

However, deciding whether and when to control a load is currently based on customers’ 

preferences. 

Most consumers want their preferences to remain private and utilities are faced with a 

hard time trying to convince homeowners to participate in any conservation program. 

There is a dire need to identify new incentives, new methodologies, and new 

technologies to encourage homeowners to actively participate in smart grid operation.  

Two different approaches are currently used by utilities to manage and control energy 

resources. The first is centralized control, in which the utility offers rebate incentives for 

consumers to allow the utility to have control over their appliances in order to perform 

direct load control [115]. The drawback of this approach is that it does not address 

customer comfort and other desires.  

The second approach is distributed control through the existing home management 

system. Homeowners are able to monitor and control the operation of their home 

appliances based on real-time pricing sent by the electric utility. The main drawback of 

this approach is that it suffers from customers’ reluctance to participate and a lack of 

clear benefits [116]. 

Recently, the Transactive Energy (TE) market is introduced as potential solutions to get 

the benefits of centralized and distributed control, by increasing the consumers’ role in 
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the smart grid operation. In this work the cooperative control of multi-agents system is 

used to implement the TE control paradigm. 

In this chapter, the concept of applying cooperative control using the multi-agent system 

is introduced to create the TE control platform that will be able to solve all the problems 

in the power distribution system. 

3.2 Cooperative Control Concept  

When a group of independent agents works together using local interaction through a 

certain communication protocol to perform efficient collective group behavior, this is 

called cooperative control. 

With the technology revolution and advanced communication tools such as sensors and 

actuators, it is possible to design a group of independent agents to cooperatively 

accomplish predetermined functions in order to improve system operating conditions, 

reduce costs, and improve the control system reliability when compared to using a single 

complex control entity. The consensus is one of the most common problems that can be 

solved using cooperative control. 

Many researchers have been stimulated to use cooperative control of multi-agents. 

Especially, when the application needs monitoring and descriptions of collective 

behavior. For example, with the increasing penetration of using PEVs and their high 

charging power (e.g. level 2 charging can reach up to 20 kW) [117], this is equivalent to 

three or four houses running all their appliances at once. Typically, most PEV owners 

charge their vehicles in the secondary distribution system in their home garages [118]. 

Although, electric utilities oversize their distribution transformers by nearly 20%, 

homeowners in the neighborhood could charge their vehicles at the same time, leading 
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to potential transformer overload which will reduce its lifetime and hence service 

interruptions.  

In order to mitigate this problem, electric utilities need to quadruple the capacity of their 

lines and transformers. In order to avoid the economic costs associated with the early 

upgrades, electric utilities must apply controlling techniques to manage these loads. A 

collective behavior can be formed between the homeowners to cooperate with each other 

by staggering their PEV charging times. This can be done if the control is done with 

local consumers within a global framework including electric utilities. 

Cooperative control can take advantage of centralized and distributed control 

approaches. For example, researchers can design the system to have at least a central 

agent that can communicate with other local agents to collect data and initiate control 

action. This allows the local agents to interact together and exchange information with 

their neighbors.  

Due to the limited capability of sensors, communication range, and the system overall 

cost, it is difficult to rely on one central agent, especially when the system has a large 

number of agents.  

In this work, due to the complexity and the large number of agents, it is crucial to only 

depend on local information exchange between agents and their neighbors, which report 

all the information to one neighborhood agent, and then the central agent will only 

communicate with each of the neighborhood agents. 

3.2.1 Multi-agent System 

Systems that make many different autonomous decisions at the same time can be 

considered as a multi-agent system. These systems communicate with each other hence 
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they will able to negotiate back and forth allowing collaboration. Each agent cooperates 

with other agents to solve the problem so everyone wins. In a multi-agent environment, 

coalition formation is used in which agents can form coalitions in order to work together 

to solve the problem. Game theory can be combined with the multi-agent approach to 

resolving coalition conflicts as seen in [119] and [120]. By using game theory, it helps 

distribute the coalition value calculations among agents. This saves each single agent 

from performing all possible calculations which improves the execution time and the 

system reliability. Multi-agents prefer to form an optimal coalition which means 

maximizing the joint utility of the entire system rather than just focusing on its own 

utilities. The next section specifies more information on achieving optimal multi-agent 

solutions.  

3.2.1.1 Intelligent Agent Architectures  

Intelligent agents can be defined as “a software (or hardware) entity that is situated in 

some environment and is able to autonomously react to changes in that environment” 

[121]. Intelligent agents should have three properties:  

 Reactivity which is the ability to react to changes in the environment and produce 

suitable actions to change the system in a timely fashion in order to perform 

predefined task as shown in Fig. 3.1.  

 Pro-activeness, where the agent should exhibit goal-directed behavior.  

 Social, agent should be able to interact with other agents in a social way. 
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Figure 3.1 Sample Architectures for Intelligent Agents [121]                           

The mathematical model of MAS needs an accurate representation of the environment, 

the agent, and the system. 

Assume the environment have a finite set E of discrete instantaneous states, the agent 

will have a set of action (SAC), for each state in the environment, and based on agent 

observations of the environment, the agent will make a decision and propose a SAC that 

will change the environment. The run R, of an agent in an environment, is a sequence of 

interleaved environment states and actions as given in (3.1). 

ܧ ൌ ሼ	݁ଵ, ݁ଶ, ………… , ݁௨, … . . , ݁௡ሽ ,  ܵܥܣ ൌ ሼ	∁ଵ, ∁ଶ, ………… , ∁௨, … . . , ∁௡ሽ 

ܴ:	݁ଵ
∁భ
→	݁ଶ

∁మ
→	݁ଷ

∁య
→ ………… . ݁௨

∁ೠ
→      (3.1) 

Each agent builds a state transformer (τ) function based on system historical operations, 

the state transform then represents the set of environment-behavior (φ(E)), when the 

agent performs a certain possible run.  

	τ:		Ʀௌ஺஼		 → ߮ሺܧሻ        (3.2) 

With 	Ʀௌ஺஼		 represent all possible run that can be performed by an agent and end by 

action, the Environment can be finally represented as,ݒ݊ܧ	 ൌ ,ܧ〉 ݁ଵ, ߬〉, where, ݁ଵ ∈   ܧ

is the initial state. 

Environment

Agent

See Action

Next State

Output Input 

System
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 The agent (Ag) represents all of the sets of actions that map all the possible runs in the 

environment.  

	Ʀா		:݃ܣ →  (3.3)        ܥܣܵ

With 	Ʀா		 represents all of the possible runs that can be performed by an agent and end 

by an environment state. An agent then makes a decision for what action should be 

performed based on the history of the system.  

Finally, the system can be represented by two attributes; the agent and an environment, 

which both of them will accompanying with the set of possible runs.  

The agent (Ag) set of runs in the environment (Env) is denoted by ܴሺ݃ܣ,  .ሻݒ݊ܧ

In any run ܴ ∈ ሺ	 	Ʀௌ஺஼	 ∪ 	 	Ʀா	ሻ as described in (3.4), the environment state and the state 

action can be determined as follow: 

ଵܥ 	ൌ   ,ሺ݁ଵሻ݃ܣ	

 )),...,,(()),...,,((:0 00100 uuuu eCeAgCCCeeu   			  (3.4) 

3.2.1.2 Agent Utilities  

In the multi-agent approach, there is no central authority responsible for assigning tasks 

among agents. Each agent has a set of predefined tasks and agents negotiate back and 

forth with each other until a consensus or coalition is formed to execute a predefined 

task.  

The utility of an agent U is used to describe how an agent can delegate a predefined task 

without being given the steps to perform the required task. This mainly depends on the 

agent’s capability to achieve the task, and can be mathematically defined as: 

ܷ:	ܴ →  (3.5)         ܴܫ
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For each environment state, the agent performs a certain run (R); the agent utility can 

then be calculated for all the different possible runs. The best action associated with 

certain environment states will be based on the average utility over all of the runs. For 

example, in a HEMs, the agent is required to perform the maximum saving for the 

homeowner, based on agent observation in the environment (the house load conditions). 

The agent will then propose a set of actions based on the house resources for each 

suggested run, followed by the agent utility being calculated, and finally an action will 

be decided based on the average utility over all possible runs. 

3.2.1.3 Agent Consensus 

In a system with a set of agents, each agent will have a different utility and the consensus 

algorithm will try to establish an agreement between agents. This depends on their 

shared state information and the final goal is to form a consensus to equalize the utility 

of all agents as shown in Fig. 3.2 

Consensus control is an algorithm that includes system control and graph theory, more 

details on graph theory can be seen in [122]. 

In this application, the distribution system can be represented by the graph: 

G = (E, P), and   P=Pg ∪ Pd      (3.6) 

Where P are the power elements (load (Pd) and generators (Pg)) that represent the 

vertices of the graph and E is the edge of the graph. 

A set of agents can then be defined as a1, a2, a3, ……….an ∈ A, with agent objective 

functions Ob1,Ob2,…….,Obn based on the agent equipped component. The agent then 

communicates and update their states to reach consensus using (3.7). 

  ܽ௜ሺݐ ൅ 1ሻ ൌ 	ܽ௜ሺݐሻ	 െ 	ߝ	 ∑ ݈௜௝	ሺܽ௜ሺݐሻ െ ௝ܽሺݐሻሻ     (3.7) 
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where, ܽ௜ሺݐሻ is the state of agent i at time step t, ݈௜௝	 refers to the communication link 

between agent i, and agent j, ߝ is the sampling period. 

Fig 3.3 represents a direct graph which consists of 10 agents. Fig. 3.3 shows the agent 

dynamics until they reach consensus.    

 

 

 

 
 
 

 

 

 

 

Figure 3.3 Consensus Protocols for Balanced Graphs 

3.2.1.4 Agent Communication 

The Foundation for Intelligent Physical Agents (FIPA) was founded in 1996 to help 

standardize software used in multi-agent based systems [123]. FIPA invented an agent 

communication language called ACL [124], which consists of twenty different ACL 

message types. Some examples are informing, requesting and composite speech acts. 

Fig. 3.4 shows the FIPA protocol to initiate interaction between multi-agents. 

Agent-1 

Agent-2 

Agent-3 
Agent-4 

U1 

U3 U2 U4 

Before Consensus  

Agent-1 Agent-2 Agent-3 Agent-4 

U1 U3 U2 U4 

After Consensus  

Figure 3.2 Agent Consensus Concept 
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Figure 3.4 The FIPA Interaction Protocol [123] 

When using multi-agents, there is no global control action that can be taken by the 

agents. Each agent is always competing to maximize its utility without considering the 

other agent’s utilities. In some cases, the agent’s utility function is private, and in order 

to perform cooperative control, a negotiation protocol is required to protect the agent 

privacy.  

Cooperation is a decision-making process that needs contributors to evaluate all the 

alternatives and to consider each offer made by another member. Most of the time, the 
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agent will need to compromise one of his objectives while searching for optimal value 

from the negotiation results. The game theory represents the most effective way to 

actively perform optimal negotiations between agents in order to maximize the agent 

utility. 

3.3 Game Theory 

Game theory can be described as the choice of the optimal solution of two or more 

players acting together in a strategic way [125]. The benefits versus costs of different 

options for each player depend on the other player's choices. Game theory is an 

important field to help reach consensus between agents when there are conflicts between 

objectives. 

When a strategic situation involves multiple interacting agents who make decisions 

while trying to anticipate the actions and reactions of others, there should be an 

equilibrium or consensus between agents. 

Different models have been developed in the literature to solve the equilibrium problem, 

even if the agent work in simultaneous (Cournot) or sequential (Stackelberg) [126-127]. 

3.3.1 Stackelberg Model 

In the Stackelberg model, a leader agent moves first followed by an agent which moves 

sequentially; then both the leader and the follower compete on a quantity or a price. 

In order to design the Stackelberg model, the total price of the output industry should be 

a function of the quantity shared by each agent. Then the cost of each agent is calculated 

and an agent is pronounced as the leader of all agents. Bake word induction is applied 

to solve for all agents and finally, the reaction of the leader agent is calculated. For 

example, if two agents are competing for a quantity using the Stackelberg model 

algorithm 3.1 can be followed to find the value shared by each agent. 
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Algorithm 3.1 Stackelberg Model 

1: Start  

Inputs: 

ܲሺݍଵ ൅  ଶሻ  total price function on the produced quantity by each agentݍ

 ௜ሻ            the cost function of each agentݍ௜ሺܥ

Assume leader agent (e.g. agent number one) 

2: Calculate the total profit of non-leader agent : profit = revenue – cost  

ଶߨ ൌ ܴܶଶ െ ଶܥ ൌ ܲሺݍଵ ൅ ଶሻݍ ൈ ଶݍ െ  ଶሻ                                 (3.8)ݍଶሺܥ

3: solve for quantity that maximizes the agent profits  

డగమ
డ௤మ

ൌ డ	௉ሺ௤భା௤మሻ

డ௤మ
	ൈ ଶݍ ൅ ܲሺݍଵ ൅ ଶሻݍ െ

డ ஼మሺ௤మሻ

డ௤మ
ൌ 0                         (3.9) 

4: solve for leader agent 

ଵߨ ൌ ܴܶଵ െ ଵܥ ൌ 	ܲሺݍଵ ൅ ଵሻሻݍଶሺݍ ൈ ଵݍ െ  ଵሻ                          (3.10)ݍଵሺܥ

డగభ
డ௤భ

ൌ ቂడ	௉
ሺ௤భା௤మሻ

డ௤భ
ൈ

డ	௤మሺ௤భሻ

డ௤భ
൅

డ	௉ሺ௤భା௤మሻ

డ௤భ
ቃ ൈ ଵݍ ൅ ܲሺݍଵ ൅ ଵሻሻݍଶሺݍ െ

డ	஼భሺ௤భሻ

డ௤భ
ൌ 0    (3.11) 

Output: quantity and profits of each agent 

6: End 

 

3.3.2 Cournot Model 

In the Cournot model, agents compete on the amount of output they produce and choose 

quantities simultaneously. It is based on using the Nash equilibrium to find the reaction 

function of each agent. Algorithm 3.2 show the steps to design the Cournot model. 
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 Algorithm 3.2 Cournot Model 

1: Start  

Inputs: 

ܲሺݍଵ ൅  ଶሻ  total price function on the produced quantity by each agentݍ

 ௜ሻ            the cost function of each agentݍ௜ሺܥ

2: Calculate the total profit of each agent : profit = revenue – cost ; ߨ୧ ൌ ܴܶ௜ െ  ௜ܥ

୧ߨ ൌ ܲሺݍଵ ൅ ଶሻݍ 	ൈ ௜ݍ െ	ܥ௜ሺݍ୧ሻ                                                           (3.12) 

3: solve for quantity that maximizes the agent profits  

డగ೔
డ௤೔

ൌ డ	௉ሺ௤భା௤మሻ

డ௤೔
	ൈ ௜ݍ ൅ ܲሺݍଵ ൅ ଶሻݍ െ

డ ஼೔ሺ௤೔ሻ

డ௤೔
ൌ 0                               (3.13)   

Output: quantity and profits of each agent 

6: End 

 

To illustrate the process, assume we have two agents A and B who compete for a 

quantity. The price set by the market is linear. ܲ ൌ 100 െ 2 ൈ ሺݍ஺ ൅	ݍ஻ሻ, the marginal 

cost of the unit produced is constant and equal to 4. 

The solution starts by solving for maximizing the profit of agent A (ߨ஺ሻ,  

ொ஺݃ݎܽ maxሺߨ஺ሻ ൌ maxሺܴܶ஺ െ   ஺ሻܥ

	 ௗగಲ
ௗொಲ

ൌ 	 ௗ

ௗொಲ
	൫	100 െ 2ܳ஺ െ 2ܳ஻൯ ൈ ܳ஺ െ 4 ൈ ܳ஺ ൌ 0 , ܳ஺ ൌ 24 െ 0.5ܳ஻    

Then solving for agent B:  

ொ௕݃ݎܽ maxሺߨ஻ሻ ൌ maxሺܴܶ஻ െ   ஻ሻܥ

	 ௗగಳ
ௗொಳ

ൌ 	 ௗ

ௗொಳ
	൫	100 െ 2ܳ஺ െ 2ܳ஻൯ܳ஻ െ 4ܳ஻ ൌ 0 , ܳ஻ ൌ 24 െ 0.5ܳ஺   

 Finally the quantity of each agent can be estimated:	ܳ஺ ൌ 	ܳ஻ ൌ  .ݐ݅݊ݑ	16
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The two oligopoly models (Cournot or Stackelberg) can only be used for non-

cooperative actions. They can also be used when either the price or quantity required is 

pre-set by the market. 

3.3.3 Negotiation Strategies and Tactics 

The problem of defining an effective negotiation strategy that best fits the context of the 

negotiation problem is one in which the optimal outcomes of the most tasks are taken in 

pre-bargaining preparation. This method not only determines a general behavior but also 

denotes specific actions (e.g. response rules, opening offers).   

If a group of agents has the ability to fallback to a sharing option, and they are required 

to perform a cooperative task, Nash Bargaining (NB) [128] is considered a great method 

to solve the negotiation problem. In NB, the choice of one agent depends on the choice 

of another agent. The solution of this type of problem also depends on the need to 

maximize the payoff function for all agents.  

For example, if you have two agents bargaining over an outcome and both have fallback 

options (ܸ஺, ܸ஻) and utility functions (ܷ஺, ܷ஻), the Nash outcome should maximize the 

product of the gain which may be represented mathematically as follows: 

	ሻݔሺሺܷ஺ሺ	௫ݔܽܯ െ ܸ஺ሻ ሺܷ஻ሺݔሻ	 െ ܸ஻ሻሻ    (3.14) 

When a single agent provides “a take-it-or-leave-it” offer, which imply that this agent is 

not motivated to give a large share of the surplus to other agents. Ultimatum game theory 

is the best tactics to be used since the ultimatum game is a simple game that is the basis 

of a richer model. 

In ultimatum game theory the agent that receives an offer have only two options; accept 

or reject. If the agent rejects the offer, this means the negotiations round is terminated 
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without an agreement, as all the agents are primarily motivated by economics, it is better 

to accept a deal even if it is only slightly more attractive than bargaining breakdown. 

3.4 Optimal Power Flow 

The Optimal Power Flow (OPF) algorithm is a powerful analyzing tool in power system 

operations. It is used to find the steady state point of operation, which achieves a certain 

objective like minimizing operating cost, minimizing losses or maximizing the usage of 

renewable sources. The OPF is a nonlinear optimization problem that has different 

equality and inequality constraints. Two types of power flow algorithms are used in 

power systems: The first is deterministic power flow and the second is probabilistic 

power flow (P-OPF).    

Most of the work in OPF includes objectives to solve problems in the PDS. However, 

little of the previous work investigates the SDS in the optimization procedure.  

In deterministic power flow, the algorithm is based on worst case conditions, where 

other situations cannot be handled. On the contrary, probabilistic power flow can be used 

in any problem that includes uncertainty.  

The P-OPF problem is formulated to include the SDS with PEVs as a stochastic load 

and DERs as a stochastic source. Fig. 3.5 show the framework for the new P-OPF. 

 

Figure 3.5 Probabilistic Power Flow Architecture 
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In the distribution system, the load flow solver is used through a robust iterative 

technique based on a ladder network [129]. This method is used instead of the typical 

power flow methods (e.g. Newton-Raphson) which are used in the transmission system. 

The reason of using a ladder network is due to the high resistance to reactance (R/X) 

ratio of the distribution feeders compared to that of the transmission system. Fig. 3.6 

shows the basic steps for applying the ladder network method to solve the load flow 

problem in the distribution system. 

  

Start

Initialize the distribution system parameters
ABCD Matrices for each element, Source 
Voltage, Load Currents = 0

Forward Sweep
For m=2:Number of Nodes
[VLNabc]m = [A][VLNabc]n – [B][Iabc]n

Convergence Check
Errori =|Vi,new|-|Vi,old|
                  |Vi,nom|

Max{error}>Tolerance?

Compute Load Currents
Iabci = (Si*1000)/Vi

Backward Sweep
For n=1 : (Number of nodes – 1)

[Iabc]n = [C][VLNabc]m + [D][Iabc]m

Stop

 
Figure 3.6 Outline of the Backward Forward Algorithm 
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3.5 Summary  

The Transactive Energy (TE) control platform is presented in this chapter, the basic 

elements required to implement the TE control algorithm are introduced, and the multi-

agent system characteristic and mathematical rules are formulated. Moreover, the agent 

communication protocol is described and discussed. The multi-agent was designed to 

work in cooperative manner, the cooperative operation of the multi-agent has the 

advantage of both distributed control (e.g. each agent is capable of taking the optimal 

decision, and the centralized control (e.g. central agent can transfer data and request 

action from the local agents). 

The sequential Nash bargaining is applied to maximize the payoff of each agent and 

ensure all agents reach a state of consensus. 

The next chapter presents the proposed mathematical modeling for PEVs and DERs. 

Also, the mathematical formulation for the TE control platform is introduced.  
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Chapter 4: System Modeling and Mathematical 
Formulation  

4.1 Introduction  

In order to achieve the outlined research objectives, proper mathematical modeling of 

electric power distribution system components needs to be developed. 

This chapter will introduce an overview of system modeling including the Plug-in 

Electric Vehicles (PEV) charging demand, Distributed Energy Resources (DERs) and 

the load probabilistic model as well as the home and neighborhood management systems 

involving day ahead load forecasting and multi-agent cooperative control 

implementation. 

4.2 Plug-in Electrical Vehicles Charging Demand Model  

 

PEVs charging can be described as a stochastic process since it involves many 

uncertainties such as the distance traveled, the time at which the vehicles start charging, 

the charging level (120 Volt or 240 Volt), and the vehicle location.  

Since the charging demand of PEVs contains many uncertainties, a probabilistic 

approach should be used to accurately determine the most probabilistic solution. In this 

research, Monte Carlo Simulations will be used to address the uncertainty associated 

with PEVs charging process. 

Monte Carlo methods are one of the most common approaches to provide a probabilistic 

solution for stochastic problems involving several uncertainties. MC uses a random 

number generator and applies a sampling technique over a large number of trials 

(repeating the event that have randomness). The effects of randomness are lessened to 

an extent where analysis can be drawn to the probabilities of different events. 
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In the literature [130-131], there are many different methods used to mathematically 

represent the MC simulation process. In this research, the inversion cumulative 

distribution function is used [132]. This method is based on sampling of a uniform 

random number U in the range of (0, 1). If the random variable under investigation is 

Fx(X), the value of X can be calculated based on (4.1). 

ܺ ൌ ௑ܨ
ିଵሺܷሻ         (4.1) 

Fig. 4.1 shows an illustration of this process. The cumulative distribution function of the 

random variable X is on the right hand side and the cumulative distribution function of 

U is on the left hand side. Since the CDF of X and the CDF of U is a one-to-one 

correlation, the probability of U is found then the same probability is used on the right-

hand side to evaluate the value of (x). 

XU
0

FU(u) FX(u)u

xu

1.0

CDF

Figure 4.1 MCS Inverse Transform Technique 

Different institutions worked to collect data from the vehicles owners to predict the daily 

distance traveled and the charging time (which can be assumed to be the time when 

people arrive home from work). The National Household Travel Survey (NHTS) [133] 
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is one of the institutions that collects these data which is used to generate the cumulative 

distribution functions shown in Fig. 4.2. The CDFs were sampled in the MCS based on 

the inverse random number generation explained earlier. 

The process to represent the stochastic parameters (e.g. charging daily profile) of the 

PEVs was calculated in three steps: 

1) Sampling the mileage (km) driven using the CDF shown in Fig. 4.2-a.

2) Based on the selected mileage (km) driven the energy required (Erec) from the battery 

can be evaluated using algorithm 4.1 [27].

3) Then the charging start time can be calculated based on the sampling of home arrival

times that are represented by the CDF as shown in Fig. 4.2-b.

Applying these three steps, the vehicle charging profile can be estimated, and added to 

the house load profile. 

In order to estimate the amount of PEVs ( ௩ܰ௘௛), equation (4.2) can be used where ܲ is 

the PEVs penetration, ௛ܰ௢௨௦௘௦ is the number of residential house, and ∝ is the average 

vehicle per house, which assumes to be two vehicles/house [133]. 

௩ܰ௘௛ 	ൌ 	ܲ	 ൈ	 ௛ܰ௢௨௦௘௦ ൈ	∝       (4.2) 

Two different charging levels are available in most residential homes in North America, 

namely level 1 (120 V) AC and level 2 (240 V) AC and are used in this work. Data for 

the two charging levels are shown in Table 4.1 [134]. 

Fig. 4.3 shows the connection of PEVs in the distribution system, while Fig. 4.4 shows 

a sample of the evaluated neighborhood vehicles charging profile seen by the electric 

distribution utility.  
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Table 4.1 Plug in Electric Vehicles Charging Station Specification 

Charging level Rated current Rated power Miles Added Per Hour 

Level 1 (120 volt) 12 A 1.4 kW 5 

Level 2 (240 volt) 16/ 32 A 3.3/6.6 kW 11/22 

 

Algorithm 4.1 The Energy Required from PEV Battery [27] 

1: Start  
Inputs: Eb, d, ε, and η 
2: The minimum state of charge of electric vehicles constraint 

௠௜௡ܥܱܵ ൌ ൜
30	% ݂݅ ݈݄݁ܿ݅݁ݒ ݁݌ݕݐ ܸܧܪܲ
5	% ݂݅ ݈݄݁ܿ݅݁ݒ ݁݌ݕݐ ܸܧܣ ൠ 						ሺ4.3ሻ 

3: energy consumed by electric vehicle battery 

௖௢௡ܧ ൌ
݀ ൈ ߝ
௕ܧ

							 						ሺ4.4ሻ 

4: The battery finial state of charge value 
ܥܱܵ ൌ maxሼሺ1 െ ,௖௢௡ሻܧ ௠௜௡ሽܥܱܵ 						ሺ4.5ሻ 

5: The required energy to full charge the electric vehicles battery 

௥௘௖ܧ ൌ
ሺ1 െ ሻܥܱܵ

ߟ
ൈ ௕ܧ 							ሺ4.6ሻ 

Output: ܧ௥௘௖ 
6: End 

 

 

Figure 4.2 Cumulative Distribution Function for (a) Mileage Driven and (b) Home 
Arrival Time 
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Figure 4.3 Plug-in Electric Vehicles Connected to Secondary Distribution System [29] 

 
Figure 4.4 Typical Daily PEVs Charging Profile 

4.3 Distributed Energy Resources Modeling  

In this section, the modeling of the DERs is described. The author selected the most 

popular types of DERs used nowadays in the distribution system [135], which include 

Wind DERs, rooftop solar photovoltaic DERs, and Battery energy storage DERs. The 

modeling, mathematical representation, and implementation are explained in detail in 

the following subsections. 
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4.3.1 Wind DERs 

The power generated from wind DERs mainly depends on the wind speed profile. The 

biggest challenge when solving the probabilistic power flow problem is how to select 

the wind profile as it changes all throughout the year. One of the most suitable solutions 

is to group days with similar wind speed profiles and to use these data to construct a 

CDF for the probability of each profile to exist. This CDF can then be used later for 

sampling in the MCS. 

In this work, the days with similar attributes are gathered together using a k-means 

partitioning clustering technique [136]. The only problem when using k-means is to 

determine the best number of clusters (days to represent the dataset); therefore, it is 

important to develop a means to evaluate the goodness of clustering.  

The wind DERs model starts with identifying a yearly wind speed dataset. In this work, 

the wind speed from the “National Climatic Data Center” (NCDC) [137] is used after 

pre-processing is completed to remove any anomalies. 

Then K-means is applied to the dataset. Most previous studies use the sum of the squares 

errors (SSE) as the main index to identify the quality of the evaluated clusters. However, 

the SSE does not involve the statistical distribution of wind speed data and significantly 

increase the number of wind profile clusters. 

In order to overcome the problem of using the SSE as the index to determine cluster 

quality, a new validity index called the cluster distribution validity (CDV) index was 

developed in this work. The CDV index determines the most suitable number of clusters 

calculated by k-means, taking into account the distribution of wind speed. The CDV 

index is different from SSE as it works on improving the goodness of clustering while 
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aiming to find the smallest number of wind profiles that keeps the statistical 

characteristics associated with the wind speed data.  

The Weibull distribution function [138] has been always used to represent the 

probability distribution of wind speed data according to (4.7). 

݂ሺݒሻ ൌ ቀ௞
௖
ቁ ቀ௩

௖
ቁ
௞ିଵ

݁ቀି
ೡ
೎
ቁ
ೖ

    With, ݇ ൌ ቀఙ
௩ത
ቁ
ିଵ.଴଼଺

      and ܿ ൌ ௩

௰ሺଵାభ
ೖ
ሻ
  (4.7) 

The CDV index computes the corresponding probability distributions and compares 

between the one found from the k-mean and the parameters found from the original 

dataset. Algorithm 4.2 outlines the process used to evaluate the quality of clustering 

using the validity index. 

 

Figure 4.5 Cluster Validity Index for the Wind Speed Dataset 
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Algorithm 4.2 Representative Wind Speed Profiles Computation [27] 

1: Start 

Inputs: NCDC wind speed profile dataset (365×24) 

Nmin, Nmax: minimum and maximum number of cluster (1 and 40, respectively).  

J: Trials number 100 

2: Calculate (c0, ko) Weibull parameters for original wind speed dataset.  

3: For j = 1 : 1 : J Do 

4: For i = Nmin : 1 : Nmax Do 

5: Apply k-mean algorithm to partition the data set into i clusters 

6: Compute Weibull parameters (ci, ki) according to (4.7) 

7: Calculate the difference between the distribution parameters of cluster group 

i and the original data set. 

cdiff,i = |ci − c0| and kdiff,i = |ki − k0| 

8: End for 

9: Compute the maximum difference in c and k parameters 

cdiff,max = max{cdiff} and kdiff,max = max{kdiff}.                                            (4.8) 

10: Calculate the CDVi index 

CDVi = ൬
஼೏೔೑೑,೔

஼೏೔೑೑,೘ೌೣ
൰ ൬

௄೏೔೑೑,೔
௄೏೔೑೑,೘ೌೣ

൰                                                                    (4.9) 

11: Compute the minimum CDV 

CDVminj = min {CDVi}                                                                            (4.10) 

12: End for 

Output: The numbers of clusters represent the wind profile that corresponds to most 

frequent minimum CDV over J trial. 

13: End 

 

Fig. 4.5 shows the CDV index after running Algorithm 2 for 100 trials. The figure 

reveals that the minimum value of CDV index occurs at 12 clusters. However, at nine 

clusters a knee can be observed. The use of nine cluster will reduce the number of 

clusters without losing the goodness of the representative wind profile. 
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It can be also observed that 40 clusters are needed to bring the SSE to a minimum value 

if the SSE used as the cluster goodness index as shown in Fig. 4.6. 

Fig. 4.7 shows the selected wind speed profiles of the nine clusters which represent the 

whole dataset. While Table 4.2 lists the wind speed profiles cluster and how many days 

each cluster represent, and the frequency of occurrence of each cluster (number of days 

each cluster represents divided by the number of days of one year). The frequency of 

occurrence will be used in MCS to determine which wind profile should assigned to 

each trial. 

 
Figure 4.6 Sum of the Square Error for the Wind Speed Clusters 

 
Figure 4.7 Representative Wind Speed Profiles Obtained Using the CDV Index 
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Table 4.2 Representative Wind Speed Profiles Frequency of Occurrences 

Profile number Number of days Frequency of occurrence (%) 
1 21 5.8 
2 28 7.7 
3 28 7.7 
4 30 8.2 
5 30 8.2 
6 30 8.2 
7 41 11.2 
8 68 18.6 
9 89 24.4 

 

The evaluated wind speed profiles will be used as an input to equation (4.11) to estimate 

the injected power from wind DERs to the distribution system. 

  ௜ܲ ൌ
ଵ

ଶ
௜߭	ܣ଴ߩ	

ଷܥ 	ܲ        (4.11) 

Where CP is the power coefficient, ߭i is the wind speed, Pi is the power output, A is the 

swept area of the wind turbine rotor, and ρ0 is the reference air density. 

4.3.2 Rooftop Solar Photovoltaic DERs 

The mathematical model of a solar PV is explained in this subsection. Also the model 

representation and the uncertainty associated with the power generated from the PV are 

discussed in detail. 

According to [139], the power generated from PV (PPV ) is given by (4.12). The main 

factors affect the generated power is the PV array surface area (AC), solar irradiance 

(IRsβ), and the PV efficiency η. 

௉ܲ௏ ൌ ஼ܣ	 ൈ ߟ ൈ  ௦ఉ                 (4.12)ܴܫ

The irradiance can be calculated as follow:  

௦ఉܴܫ ൌ 	 ቂܩ௦௕ ൅	ቀ
ଵାୡ୭ୱఉ

ଶ
െ	ܩ௦௕ቁ ൈ ܺ௦ ൅ ߩ	 ൈ	ଵିୡ୭ୱఉ

ଶ
ቃ 	ൈ 	ܴ௦௧  (4.13) 
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Once the IRsβ is calculated, the cell temperature, cell voltage, and current can be 

calculated which will be used to calculate the total output electric power from the PV.  

௖ܶ ൌ ௔ܶ ൅ ௦ఉܴܫ ൈ ሺ்ೀ೅	ିଶ଴
଴.଼

ሻ                                                            (4.14) 

ܫ ൌ ௦ఉܴܫ ൈ ሾܫ௦௖ ൅ ݇௜ሺ ௖ܶ െ 25ሻሿ , and			ܸ ൌ ௢ܸ௖ െ	ሺ݇௩ ൈ ௖ܶሻ     (4.15) 

ܲ ൌ ܨܨ ൈ ܸ ൈ ܨܨ     and ,        ܫ ൌ
௏೘೛೛ൈூ೘೛೛

௏೚೎ൈூೞ೎
                               (4.16) 

The total installed capacity of the rooftop solar PV (NPV) distribution system is given by 

the following equation. 

NPV = ∑ 	௜ߚ
ேு௢௨௦௘௦
௜ୀଵ        (4.17) 

Where (β) is the PV capacity in kW, in each house. The PV capacity can vary from 10 

kW (maximum solar PV rated power per house according to [7]) to 0 kW (no PV) with 

2-kW step change in rated PV power. The details of 2 kW, and 10 kW solar PV 

parameters can be found in appendix A [140].  

The other important parameter affecting the PV model is the weather data. The same 

procedure for the uncertainty in the wind speed profile is followed with the weather 

temperature and irradiance. First, one year of data is collected and preprocessed to 

remove any erroneous or missing data, and Toronto weather station data are used in this 

work [141].  

Fig. 4.8 shows the temperature/ irradiance dataset. The k-mean clustering [136] is 

applied to the preprocessed dataset, and the optimal number of clusters is chosen based 

on the knee point of the SSE versus the number of clusters curve which shown in Fig. 

4.9. 
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Figure 4.8 Yearly Irradiance and Temperature Profiles 

 
Figure 4.9 Sum of Squares Error (SSE) for Irradiance and Temperature Dataset 
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The maximum of successive differences [142] of λSSE (k) is used to find the knee point 

of the SSE curve.  

The three consecutive points on the SSE curve are used to determine the maximum value 

of λSSE, the value of λSSE (k) can be zero (if the three points are aligned), positive or 

negative (if the three points change the SSE curve slope). The maximum value of λSSE 

happens to occur at the knee point of the curve. Once the knee point in SSE curve is 

determined, the number of cluster at this point will be selected as the optimal number of 

clusters.    

Visual inspection of Fig. 4.9 show that the knee point (labeled A) was found to happen 

when the SSE have a value of 0.37 that corresponds to the optimal number of cluster (9 

clusters). This nine clusters representing the 365 irradiance and temperature data 

collected from the Toronto weather station. 

ሺ݇ሻ	ௌௌாߣ 	ൌ ሺ݇	ܧܵܵ	 െ 1ሻ 	൅ 	ሺ݇	ܧܵܵ	 ൅ 	1ሻ 	െ 	2	 ൈ   ሺ݇ሻ.   (4.18)ܧܵܵ	

The details of the nine optimal clusters which will be used in MCS are shown in Fig. 

4.10 and Table 4.3. 

 

Figure 4.10 Representative Irradiance and Temperature Profiles 
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Table 4.3 Representative Temperature/ Irradiancy Profiles Frequency of Occurrences 

Profile number Number of days Frequency of occurrence (%) 
1 22 6.1 
2 50 13.6 
3 32 8.8 
4 26 7.1 
5 37 10.1 
6 37 10.1 
7 93 25.5 
8 46 12.6 
9 22 6.1 

 
4.3.3 Energy Storage System 

One of the challenges facing the researchers when using Energy Storage System (ESS) 

is how to justify the cost of the battery? In order to minimize the cost of the storage 

system, the optimal battery size should be determined. However, the ESS sizing must be 

calculated based on the function required from ESS. 

Developing new ESS functions could be the best solution to justify the ESS cost either 

if they installed on homeowners’ properties or in the electric utility’s system. In this 

work, the authors investigated different ESS functions (existing and new functions) in 

order to select the optimal ESS single or multiple functions that should be used in the 

distribution system to satisfy certain objectives.  

In this section, the basic mathematical and parameters of energy storage model are 

discussed, and as well the mathematical representation of ESS function (objective, 

constraints) is presented.   

4.3.3.1 Mathematical Modelling of Energy Storage System 

The lifetime and the performance of ESS are determined based on the battery cycle depth 

of discharge (DOD). However, the battery state of charge (SOC) determines the 

remaining energy in the storage system which will affect the decision taken by the 
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Battery Management System (BMS) in which function should be executed. The SOC is 

given by [143]:  

ܥܱܵ ൌ ௌሺ௧ሻ

ௌೝ೐೑೐ೝ೐೙೎೐ሺ௧ሻ
                                                       (4.20) 

where S (t) is the battery capacity at time t, S reference (t) is the battery capacity reference 

which depends on the required DOD level [144](a limit that storage cannot work behind 

it), the higher level is the better for the battery life time. 

The determination of the SOC is essential to the BMS for real-time operation, the SOC 

calculation is usually considered a difficult task as it depends on the temperature and the 

state of the life of the battery system. Coulomb-counting based estimation [145] is a 

well-known method for determining the SOC and it uses the integration of the measured 

current over time as given in (4.21). Fig 4. 11 shows the cell voltage versus the measured 

SOC for lithium-ion battery. It is worth noting that the minimum SOC depends on the 

temperature and the designed DOD which affects the battery’s lifetime. 

ሻݐሺ	ܥܱܵ ൌ ሺ0ሻ	ܥܱܵ 	േ	 ଵ
ொ
׬	 ݐ݀	ሻݐሺܫ

௧
଴       (4.21) 

 
Figure 4.11 Battery State of Charge Characteristics at Different Ambient Temperature 

The cost of ESS is given in (4.22)  

௢௩௘௥ܥ ൌ ௦ܥ ൈ ܵ ൅ ௣ܥ ൈ ܲ        (4.22) 
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Where ܲ  is the power rating for the energy storage, S is the storage system capacity, 

,௦ܥ ,௦ܥ indicate the storage cost, the typical values for	௣ܥ   .is given in [146]	௣ܥ

4.3.3.2 Energy Storage Functions 

The BMS decision is usually based on the battery SOC calculation, which will determine 

the optimal charging and discharging time to perform the required functions from the 

ESS, taking into consideration all system constraints. 

Three different ESS functions namely: Home Owner Comfort (HoCom); Peak over 

Average Power Reduction (PAPR); and System over Load Reduction (SOLR) are 

considered in this work. The three functions are formulated and discussed to determine 

the system performance under each function, and as well the electric utility and customer 

cost/ benefit.  

A. Home Owner Comfort (HoCom) 

This function is designed to maximize the benefit of homeowners and to ensure his 

satisfaction by maximizing the savings in the monthly electricity bill and by decreasing 

the power interruption time in the case of electric utility power system failure. This 

function can be mathematically formulated as:  function can be mathematically 

formulated as:   

max݂ ൌ෍ ∁௧ 	ൈ	 ௦ܲ௧௢೟ ൈ ݐ∆
்

௧ୀଵ
                             (4.23) 

where ݂ is the objective function, ∁௧ is the price of unit energy ($/kWh), ܶ is the total 

time, ݐ is the instant time, and ∆ݐ is the period duration, ௦ܲ௧௢ is the storage power (kW). 

It is worth noting that the storage has three modes of operation; ideal mode in which the 

storage power equal to zero, charging mode in which the storage power is negative, and 

discharging mode in which the storage power is positive. 
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The objective function is subject to the following constraints: 

௠௜௡ܧ ൑ ௦௧௢೟ܧ 	൑ 	ݐ	∀																																						௠௔௫ܧ	 ∈ ܶ    (4.24) 

െ ோܲ௔௧௘ௗ ൑ ௦ܲ௧௢೟ 	൑ 	 ோܲ௔௧௘ௗ																														∀	ݐ	 ∈ ܶ      (4.25) 

In this work, the energy unit price is set based on the TOU pricing.  

B. Peak over Average Power Reduction (PAPR) 
 
In this case the energy storage located in consumers’ home and/or pole top transformer, 

the ESS are working to minimize the ratio between the maximum power seen by the 

distribution transformer and the average load profile during one day of operation. The 

battery energy storage will try to shift the load to flatten the load curve seen by the 

distribution transformer to minimize the transformer loss of life. The PAPR function can 

be mathematically formulated as following: 

min ݂ ൌ ୫ୟ୶ሾ௉೅ೃሿ

௉ೌ ೡ.
             With                  ௔ܲ௩ ൌ

ቆ෍ ௉೅ೃ೟
೅

೟సభ
ቇ

்
   (4.26) 

where ௔ܲ௩ is the average power over one day of operation seen at the distribution 

transformer, and ்ܲோ೟ is the power supplied by the distribution transformer at hour t. 

The same constraints in equations (4.24 and 4.25) are applied and are used in the 

optimization problem formulation. In addition to the previous two constraints, the 

residential energy storage is working for utility control as any DG in primary or 

secondary distribution system in this case additional constraints need to be added to the 

optimization formulation which formulated and given in Eq. 4.27 and 4.28.  

These constraints include the service voltage at each house which should be maintained 

within the limits defined in ANSI standards C84.1 [147], and the power flow constraint: 

௠ܸ௜௡ ൑ ௧ܸ ൑ ௠ܸ௔௫																									∀	ݐ	 ∈ ܶ     (4.27) 
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ܲீ
೟
൅ ௦ܲ௧௢೟ െ	 ௅ܲ௅೟ െ	 ்ܲ௅೟ െ	 ஽ܲ೟ ൌ 	ݐ	∀											0 ∈ ܶ     (4.28) 

Moreover, after determining the optimal control profile for the residential storage, the 

negotiation (utility offer money (bids) to customer) between the utility agent and the 

home agent to reach an agreement in order to allow the utility to execute the designed 

control action to the home energy resources. The required bids are determined using the 

ultimatum game theory as explained in section 3.3.3. 

C. System over Load Reduction (SOLR). 

This newly developed function in this work tries to satisfy both the electric utility and 

end user by keeping the profits and saving of homeowners and remove the distribution 

transformer overload while keeping the transformer loss of life in its normal values. 

 The BMS will optimize the charging and discharging rate and time, to keep the power 

flow over the secondary distribution at certain permissible limit which is pre-defined by 

electric utility. The SOLR function can be formulated as follows:  

min ݂ ൌ 	୫ୟ୶	ሺௌ೅ೃሻ
ௌ೅ೃೝೌ೟೐೏

        (4.29) 

where ்ܵோೝೌ೟೐೏ is the rated power of distribution transformer (i.e. 25 kVA or 50 kVA). 

The objective function is subject to the constraints given in (4.24- 4.25- 4.27 and 4.28) 

and the additional inequality constraint: 

 ்ܵோ೘೔೙
൑ ்ܵோ೟ ൑ ்ܵோ೘ೌೣ

	ݐ	∀																									 ∈ ܶ    (4.30) 

்ܵோ೘೔೙
ൌ ሺ	1 െ ܺሻ	ൈ	்ܵோೝೌ೟೐೏         (4.31)	

்ܵோ೘ೌೣ
ൌ ሺ	1 ൅ ܺሻ	ൈ	்ܵோೝೌ೟೐೏      (4.32) 

where ்ܵோ೘೔೙
is the minimum power that should be imported from the distribution 

transformer to increase the overall efficiency, ்ܵோ೘ೌೣ
 is the maximum allowable 
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overload power,  ܺ is permissible overload limit which is pre-defined from electric 

utility. 

4.4 Distribution Transformer Overload and Loss of Life 

The following three indices need to be calculated in order to assess the impact of PEV 

on the distribution transformer [27]: the transformer overload, the transformer hotspot 

temperature, and the transformer loss of life. In this section, the mathematical 

formulation of the three indices is introduced.  

In order to determine the transformer percentage overload (STOverload), the measured 

power flow on each side of the distribution transformer is compared to the transformer 

rating. The percentage overload on side A or side B can be calculated using [30] (4.33). 

ௌܵ௜ௗ௘೚ೡ೐ೝ೗೚ೌ೏ ൌ
ௌೄ೔೏೐೘೐ೌೞೠೝ೐೏

ௌೄ೔೏೐ೝೌ೟೔೙೒
	ൈ 100       (4.33) 

where the subscript ‘side’ is used to represent either side A or side B of the center-tapped 

distribution transformer. Fig. 4.12 shows the equivalent circuit of the center-tap 

transformer which are commonly used in North America.  

The transformer overall percentage overload can be calculated by taking the arithmetic 

mean of the percentage overload on side A, and side B according to (4.34).       

ܵ ௢ܶ௩௘௥௟௢௔ௗ ൌ 	
ௌ஺೚ೡ೐ೝ೗೚ೌ೏	ା	ௌ஻೚ೡ೐ೝ೗೚ೌ೏	

ଶ
     (4.34) 

 
Figure 4.12 Center Tab Distribution Transformer 
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The transformer lifetime is defined as “the total time between the initial state for which 

the insulation is considered new and the final state for which dielectric stress, short 

circuit stress, or mechanical movement, which could occur in normal service, and could 

cause an electrical failure” [148]. The lifetime of the transformer is highly affected by 

the loading conditions, which affect the transformer insulation and may lead to early 

dielectric break-down. 

According to the IEEE Std. C57.91 [148], the aging acceleration factor (FAA), and the 

equivalent aging acceleration factor (FEQAA) of one day of operation need to be 

calculated to determine the percentage daily loss of life (LOL) as given in (4.35-4.37) 
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It is clear from (4.35) that the transformer LOL mainly depends on the transformer hot-

spot temperature (θH). The two parameters that control the change in θH are the average 

ambient temperature θA and the top-oil temperature θTo, which can be calculated as 

follows: 

ுߠ 	ൌ ஺ߠ	 	൅ ௢்ߠ߂ 	൅  ு               (4.38)ߠ߂

 ௢        (4.39)்ߠ߂	+ ஺ߠ =௢்ߠ

where ்ߠ߂௢ is the top-oil rise over ambient temperature, ߠ߂ு is the winding hottest spot 

rise over top-oil temperature in ◦C. 
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The value of ߠ߂ு  and ்ߠ߂௢  is mainly depend on the thermal and winding time constant, 

the ratio of the load value to its rated value, and the type of cooling system which is 

determined by the values of (n and m). 
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 It is worth noting that the transformer daily LOL should not exceed 0.0134% as 

recommended in [148]. Once the transformer LOL calculated the transformer life time 

can be calculated (e.g. if the yearly LOL equal 5% the transformer life time will be 20 

years). Table 4.4 lists the thermal parameters of the 50-kVA transformer used in 

estimating the LOL [149]. 

Table 4.4 Thermal Parameters for 50 kVA Transformer 

Parameters Value 

Top-oil rise over ambient at rated load  53 oC 

Hottest-spot conductor rise over top-oil temperature, at rated load  27 oC 

Ambient temperature  30 oC 

Oil thermal time constant for rated load  6.86 hours 

Ratio of load loss at rated load to no-load loss  4.87  

Exponent of loss function vs. top-oil rise  0.8 

Exponent of load squared vs. winding gradient 0.8 

 

4.5 Optimal Management of HEMS and NAEMS Resources 

One of the main component when designing the Home energy management system is to 

pre-schedule the home demands and determine the required control action for the energy 
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resources. The high accuracy load forecasting model can ensure the best performance of 

HEMs.  

Once the day-ahead load forecast is determined the management system in both the 

home and the neighborhood will start to communicate and perform the optimal operation 

based on the TE multi-agent decisions execution. 

In this section, the methodology used to predict a day ahead load of individual 

households is identified, and the multi-agent predefined functions and rules are 

described. 

4.5.1 Day Ahead Load Forecasting  

Due to the diversity of applications and business needs of load forecasting process, the 

process of predicting the load can be classified into three categories: short-term forecasts 

(i.e. one hour to one week), medium forecasts (i.e. a week to a year), and long-term 

forecasts (longer than a year). 

Forecasting, by nature, is a stochastic problem rather than deterministic. The output of a 

forecasting process is supposed to be in a probabilistic form. 

Most forecasting methods in the literature used statistical techniques or artificial 

intelligence algorithms such as regression, or neural networks [150]. A good forecasting 

model has to capture the features of the electric load data series.  

The major factors driving the load profile are economy, climate, weather, human 

activities, and salient features of electric load series. 

The accuracy of the load forecasting model mainly depends on two factors; the size of 

the historical load dataset; and the selected attributes (featured) used by the forecasting 

model. 
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4.5.1.1 Data Base 

In order to build accurate load forecasting model, it needs to have enough database that 

will help to improve the forecasting accuracy. In addition to the electric load database, 

the proposed forecast model should include weather database and holidays. 

In this research the hourly electric load data collected from six different loading 

segments from 2009 to 2015 are used [151]. The different load segments are used to 

represent the house load profiles with different consumption patterns (i.e. residential 

houses with non-electric heat, residential houses with electric heat, and residential 

houses applying time of use price, etc.). However, the load database extracted from [151] 

is not the same as the typical Canadian residential dwellings [152]. In order to adjust the 

load database to match the peak load given in [152]. The load profile given in [151] is 

normalized by dividing the daily load profiles by the peak annual demand. Then, the 

daily load profile is multiplied by the Canadian residential dwelling peak loads given in 

[152]. The weather data including the dry bulb temperature and the dew point 

temperature are included to complete the input set of the load forecast model. Fig. 4.13 

shows a sample of the house electric load data for January 2015. 

 
Figure 4.13 Sample of Historical Load Dataset (01-01-2015 to 01-31-2015) 
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4.5.1.2 Predictors Attributes 

The load forecast model accuracy is based on the selection of the attributes. For each 

record in the database, ten different attributes are selected to be used by the forecasting 

algorithm. The attributes were selected to extract the maximum suitable future of the 

dataset to improve the load prediction accuracy. As explain earlier, the weather has a 

large impact on the people electric load consumption (heating or cooling unit) so that 

the temperature are selected to be the first two attributes for the load forecast model. The 

other attributes were selected to extract the pattern of the customers load consumption, 

which was done by correlating the demand with the time of the day and the day of the 

week and either if its weekday or holiday. Table 4.5 shows an example of the artificial 

neural network predictor output for Monday, February the 2nd, 2015. The selected 

attributes used in the load forecast model are listed below: 

a) Dry bulb temperature  

b) Dew point temperature  

c) Hour of day  

d) Day of the week  

e) Holiday/weekend indicator  

f) The previous 168 hours (previous week) lagged load (PWLL) 

g) The previous 24 hours lagged load (PDLL) 

h) Previous 24-hr average load (PDAL) 

i) The previous hour average load (PHAL) 

j) The most similar weather condition lagged load (SWLL) 
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Table 4.5 ANN Predictor Output 

 
 
 

Dry 

bulb  

Dew 

point 
Hour  Day  

holiday/

weekend 
PWLL PDLL PDAL PHAL SWLL 

-0.6 -8.9 1 2 1 1.94 2.90 3.03 2.73 2.56 

-0.6 -8.3 2 2 1 1.95 2.96 3.02 2.69 2.89 

0 -7.8 3 2 1 1.89 2.88 3.01 2.63 2.11 

0 -6.7 4 2 1 1.89 2.97 2.99 2.57 2.01 

0 -6.1 5 2 1 1.84 2.87 2.97 2.51 1.96 

-1.1 -6.1 6 2 1 1.88 2.99 2.95 2.44 1.96 

-1.1 -5.6 7 2 1 2.10 2.82 2.94 2.49 3.92 

-1.1 -5 8 2 1 2.75 2.93 2.96 2.61 3.61 

0.6 -4.4 9 2 1 3.43 2.85 2.99 3.32 3.56 

2.2 -3.3 10 2 1 3.84 2.85 3.06 3.76 3.97 

5 -2.8 11 2 1 4.59 3.16 3.14 4.39 4.92 

5 -2.2 12 2 1 4.23 3.69 3.19 5.03 3.91 

6.7 -1.7 13 2 1 3.96 3.44 3.24 4.92 3.57 

6.1 -1.1 14 2 1 4.09 3.36 3.29 4.76 3.90 

6.7 -1.1 15 2 1 4.09 3.18 3.35 4.58 2.63 

7.2 -0.6 16 2 1 4.06 3.30 3.40 4.58 4.21 

7.2 0 17 2 1 3.99 3.31 3.46 4.51 3.39 

8.3 0.6 18 2 1 3.73 3.47 3.50 4.60 2.97 

7.8 0.6 19 2 1 3.22 3.03 3.53 4.41 3.02 

7.2 0.6 20 2 1 3.04 2.92 3.55 3.84 2.58 

6.7 0.6 21 2 1 2.74 2.91 3.54 3.32 2.74 

6.7 0 22 2 1 2.51 2.78 3.54 2.82 2.65 

6.1 0 23 2 1 2.32 2.71 3.53 2.64 2.38 

6.1 0 24 2 1 2.30 2.73 3.51 2.46 2.34 
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4.5.1.3 Model Implementation  

The artificial intelligent algorithm is used to implement the load forecasting model. The 

outline of the procedure used in [153-154] are followed in this work, The Levenburg-

Marquardt algorithm [155] is used to initialize and to train of the neural network, where 

the first six-year were used for training. However, the last year was used to test the model 

accuracy. 

4.5.1.4 Model Accuracy 

 In order to estimate the model accuracy, the mean absolute error (ܧܣܯ), mean absolute 

percent error (ܧܲܣܯ) [156] are used to quantify the performance of the forecaster as 

following. 

ܧܣܯ   ൌ
	෍ ห௉ಲ೎೟ି௉ಷ೎೟ห

ೊ

೟సభ

௒
       (4.42) 

ܧܲܣܯ   ൌ

	቎෎
ቚುಲ೎೟షುಷ೎೟ቚ

ುಲ೎೟

ೊ

೟సభ

ൈଵ଴଴቏

௒
      (4.43) 

Where ஺ܲ௖೟, ிܲ௖೟ are the actual and forecasted load, ܻ is the number of hours per year 

(8760).  

Figs. 4.14-a and 4.14-b show a comparison between the actual load and the predicted 

load for one year, visual inspection of Figs. 4.14-a and 4.14-b show that the load 

forecasting model is always capable to achieve accurate predication and follow the 

actual loads in normal operating conditions. However, the model is unsuccessful when 

unexpected event in the power consumption occurred such as power interruption, for 

example in mid-March, the demand drops to zero this event the load forecast model was 

not able to recognize and predict it.     
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(a) 

 
(b) 

Figure 4.14 House Load Forecast against the Actual Load, a) Jan. 2015 to Jun. 2015, b) 
Jun. 2015 to Dec. 2015                            

Fig. 4.15 shows the box plot showing the median, the 25th percentile and the 75th 

percentile of the statistic percent forecast errors by hour of day for year 2015. The figure 

reveals that the maximum value of the median percent forecast errors over the hours of 
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day is 2%, and it is found that the hour 9 AM, 10 AM, 6 PM, 7 PM, and 8 PM have the 

highest percent forecast errors (i.e. when people leaving to their work and come back to 

their homes). Fig 4.16 shows the box plot of statistical percent forecast errors breakdown 

by the day of the week, and it can be noticed that Monday is the highest day had percent 

forecast errors due to the consumption change from weekend to the regular weekday. 

Fig 4.17 also shows the box plot of statistical percent forecast errors for the month of 

the year, and again it can notice that the median percent forecast errors is below two 

percent. 

The analysis performed over the load forecast model and the result shown in Figs. 4.15, 

4.16, and 4.17 prove that the load forecast model is reliable and all the required control 

action can be scheduled over the output of the model. 

 
Figure 4.15 Breakdown of Forecast Error Statistics by Day Hour 
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Figure 4.16 Breakdown of Forecast Error Statistics by Day of Week 

 
Figure 4.17 Breakdown of Forecast Error Statistics by Month 
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4.5.2 Implementation of the Transactive Energy Control Concept 

The problem of changing the consumers’ role in the smart grid operation is not a trivial 

task due to the conflict between the consumers’ objectives (e.g., energy cost 

minimization, homeowners comfort maximization), and the electric utility’s objectives 

(e.g., profit maximization, infrastructure upgrade cost minimization).  

The proposed Transactive Energy (TE) control concept aims to coordinate the different 

agents that have a set of different objectives and requirements in an optimal way to 

satisfy both electric utility and homeowners. 

As described earlier, the TE concept is implemented in this work by developing 

cooperative control between the multi-agents involved in the entire distribution system. 

For implementing TE control actions, three levels of agents are used in this work, namely 

electric grid agent, Neighborhood area energy management agent (NAEM agent), and 

home energy management agent (HEM agent). 

The electric grid agent sends the electricity pricing and the required ancillary service and 

receives data and information from the NAEM agents. 

NAEM agent is responsible for the neighborhood management (SDS) which includes a 

certain number of houses (e.g., 6 or 10 houses) that are supplied from a distribution 

transformer. The role of this agent is to coordinate between the agents in the residential 

area and reach an agreement between the grid agent and the HEM agents. 

 HEM agent is responsible for monitoring and controlling the consumer’s devices 

(appliances and resources) to maximize the homeowners’ objective.  

In the agent initialization stage, each agent is registered and add itself to the Agent 

Management System (AMS) file for the communication purpose and add all the service 
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that he can perform in the directory facilitator (DF) file. The agents can communicate 

using the FIPA protocol and the ACL message form. Fig. 4.18 shows the agents 

architecture while Fig. 4.19 shows an example of the communication between the agents 

in different levels while. It can be observed from Fig. 4.19 that two type of HEM agents 

exists; an active and a passive agent. The HEM active agent is the prosumer (i.e. 

customer that own DERs), while the HEM passive agent is the consumer (i.e. customer 

without any power generation capabilities). 

 

Communication Line
Power Line

Electricity Grid 

Grid Agent

ConsumerProsumerHEM Agent-1 HEM Agent-6

NAEMS25 kVA

ConsumerProsumerHEM Agent-1 HEM Agent-10

NAEMS50 kVA

 

Figure 4.18 Architecture of the Transactive Energy Control of MAS 
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Figure 4.19 Message Exchange between Agents 
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The HEM agent can perform the HoCom function to maximize the homeowners’ profits. 

However, the NAEM agent will place a bid value corresponding to the economic cost of 

rescheduled the energy storage profile provided by the HEM agent. The NAEM agent 

will perform either the PAPR or SOLR function to reschedule the residential energy 

storage profile in order to balance the utilities and the consumers’ objectives as closely 

as possible while satisfying any required constraints.  

In order to evaluate the optimal solution for each objective, the mixed integer linear 

(MILP) optimization algorithm [157] was implemented and was used in this work. The 

MILP algorithm is formulated as following: 

min/max: ݂ሺݔ,          (4.44)	ሻݕ

With quality constraints  

݃ሺݔ, ሻݕ ൌ 0.         (4.45) 

And inequality constraints  

݄ሺݔ, ሻݕ ൏ 0.          (4.46) 

Equations (4.44) - (4.46) represent the general formulation of the optimization 

algorithm. These equations will be arranged and modified based on the energy storage 

optimization function (e.g. the objective function f will be HoCom, PAPR, or SOLR, 

and x is the dependent control variable (storage power Psto), and y is independent 

controllable variable). 

The procedure of applying the TE control management between the NAEM and HEM 

agents to reach consensus state is explained using the flowchart in Fig. 4.20. 
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Figure 4.20 Transactive Energy Control Algorithm 
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4.6 Summary 

This chapter presents the modeling and mathematical representation of the distribution 

system components. The home arrival time and the mileage driven are sampled to 

determine the Plug-in Electric Vehicles (PEVs) daily charging profile. The Monte Carlo 

simulation (MCS) technique is used to address the uncertainties in the PEVs charging 

demand. 

The national house travel survey database is used to extract the data required from the 

vehicle owners driving pattern (e.g. daily driven distance, home arrival time). The 

extracted data are used to evaluate the cumulative distribution function for both the 

mileage driven and the charging time which will be used in the MCS. 

The chapter also presents the modeling of wind distributed generation (DG) and rooftop 

solar photovoltaic (PV). The model performs an accurate estimation of wind speed, 

temperature, and irradiance profile to determine the exact amount of power generated 

from wind DG or solar PV. The k-mean clustering technique is used to reduce the 

number of profiles representing the whole dataset. The cluster distribution validity 

(CDV) is a new index introduced in this chapter to determine the optimal number of 

wind speed profiles while the knee point of the sum of square error (SSE) curve is used 

to determine the optimal number of temperature and irradiance profiles. 

The impact of PEVs charging demand, the power generated from wind DG and solar PV 

on distribution transformer overload, loss of life are mathematical formulated and 

presented in this chapter. 

The chapter also introduces the mathematical formulation of energy storage system 

functions. Three function are presented namely, Homeowner Comfort, Peak over 
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Average Power Reduction, and System Overload Reduction. The artificial neural 

network is used to predict the customers’ loads which will be involved in a day ahead 

energy storage operation design. 

The Transactive Energy (TE) control platform is presented for the optimal operation of 

the energy storage system and to coordinate the customers’ and electric utilities 

objectives to ensure reliable operation of the electric distribution system. 

The Transactive Energy control platform was presented for optimal operation of energy 

storage system and to coordinate the customers and electric utility objectives to ensure 

reliable operation of the electric distribution system. 

The next chapter presents the simulation results of including PEVs, wind DGs, solar 

PVs, and energy storage system in the distribution system. 
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Chapter 5: Simulation Results and Analysis  

5.1 Introduction  

This chapter presents the analysis and results of including the Plug-in Electric Vehicles 

(PEVs) and distributed energy resources (DERs) to distribution system, the analysis is 

divided into main three sections, each section represent different case study: in the first 

case study the author investigates the impact of increasing the penetration of PEVs in 

distribution system embedded with wind DERs on PDS and SDS. 

The second part investigates the effectiveness of using rooftop solar photovoltaic as a 

potential solution to mitigate the impact of PEVs charging demand in SDS; the last case 

study investigates the use of the Transactive Energy cooperative control of energy 

storage not only to mitigate the impact of PEVs charging demand, but to perform 

ancillary service to benefit both the electric distribution utility, and the homeowners. 

The outcome of implementing such approach is to improve the existing conservation 

program offered by the Canadian Independent Electricity System Operator (IESO).  

The presented analysis in the three case studies focused on evaluating the overload of 

distribution system components, transformer loss of life, the power flow in the 

distribution system, the cost-benefit for utility and homeowners. 

5.2 Case 1: Distribution System Including PEVs and Wind DGs 

This case study aims to address the synergy between PEVs charging at secondary 

distribution system and the active and reactive power generated from wind-DGs in terms 

of energy flows, the amount of energy not supplied, and the adequate wind-DG 

penetration required to fulfill the PEVs charging demand. 
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5.2.1 Test Distribution System Description 

The original IEEE 123-bus standard test PDS [158] is modeled using OpenDSS [159]. 

The topology of the system is radial with voltage level 4.16 kV.  Fig. 5.1 shows the test 

system after modification by adding four wind DGs the size and location of which are 

set based on the result published in [160].  

 
Figure 5.1 IEEE 123-Bus Standard Test with the Addition of Wind DG and SDS. 

The SDS components are modeled and replaced the spot loads at the nodes in the original 

IEEE 123 bus system. As depicted in Fig. 5.1 the primary nodes with spot loads in the 

range between 44 and 72 kVA are replaced by SDS components consisting of a 50 kVA 

center-taped distribution transformer and two service lines and ten service drops, so that 

this SDS can host 10 houses. The other primary nodes with peak loads range between 

22 to 36 kVA replaced by SDS feed 6 houses from 25 kVA distribution transformer 

using one service line and five service drop.  



 

90 
 

The peak load for the modeled house in any of the SDS (25 or 50 kVA) is set to 5.1 kW 

and 2.6 kVAR, the power setting is chosen to match the original spot load as possible.   

The simulation of the test distribution system is verified by solving the power flow using 

the backward-forward sweep technique after adding the SDS. The simulation results 

show that the voltage at each node matches the benchmark results published by the IEEE 

Power and Energy Society (PES) for this distribution system. 

The IEEE reliability test system [161] is used in this work to present the load profiles 

for the residential sector. The load profile given in [161] represent the daily, weekly, 

monthly, yearly maximum demand. The remaining spot loads were kept as primary 

nodes and set to host commercial loads with the profiles given in [162]. The data for the 

IEEE 123 bus and the SDS modification are given in appendix B. 

5.2.2 Considered Scenarios  

The MCS is designed to include a different set of what-if scenarios which include 

different penetration levels of PEVs up to (50%) with different charging level (120 volts, 

240 volts), this penetration was selected to match the expected PEVs deployed in Canada 

by 2030 [4]. On the other hand, the wind-DGs penetration is set up to (35%) [27], the 

indicated previous scenarios are listed in Table 5.1. 

The mean and the standard deviations of bus voltage are used to assist and verify the 

choice of MCS runs. Based on our observation that no change in the bus voltages and 

the standard deviation occurred after 1000 run, the maximum number of MCS trials is 

set to 1,000 which found to be sufficient for convergence [163]. 

In each MCS run, the number of PEVs connected to the secondary nodes is calculated 

based on the penetration level, while the required charging demand is calculated based 
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on sampling the CDF of home arrival time and mileage driven as explained in section 

(4-2). Also, the nine representative wind speed profiles were evaluated as described in 

section (4-3-1), then the profiles are sampled based on their probability of occurrence. 

Finally the selected wind profile is assigned to each wind DG.  Fig. 5.2 shows a flowchart 

outline the implementation of MCS algorithm to perform the designed scenarios. 

 
Figure 5.2 MCS Algorithm 
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Table 5.1 PEV & DG Penetration Scenarios Used in MCS 

Scenario Charging PEV DG Scenario Charging PEV DG 

1 NA 0 % 0 % 25 Level 2 30% 0 % 

2 NA 0 % 3.5 % 26 Level 2 30% 3.5 % 

3 NA 0 % 17 % 27 Level 2 30% 17 % 

4 NA 0 % 35 % 28 Level 2 30% 35 % 

5 NA 0 % 0 % 29 Level 1&2 30% 0 % 

6 NA 0 % 3.5 % 30 Level 1&2 30% 3.5 % 

7 NA 0 % 17 % 31 Level 1&2 30% 17 % 

8 NA 0 % 35 % 32 Level 1&2 30% 35 % 

9 NA 0 % 0 % 33 Level 1 30% 0 % 

10 NA 0 % 3.5 % 34 Level 1 30% 3.5 % 

11 NA 0 % 17 % 35 Level 1 30% 17 % 

12 NA 0 % 35 % 36 Level 1 30% 35 % 

13 Level 2 10 % 0 % 37 Level 2 50% 0 % 

14 Level 2 10 % 3.5 % 38 Level 2 50% 3.5 % 

15 Level 2 10 % 17 % 39 Level 2 50% 17 % 

16 Level 2 10 % 35 % 40 Level 2 50% 35 % 

17 Level 1&2 10 % 0 % 41 Level 1&2 50% 0 % 

18 Level 1&2 10 % 3.5 % 42 Level 1&2 50% 3.5 % 

19 Level 1&2 10 % 17 % 43 Level 1&2 50% 17 % 

20 Level 1&2 10 % 35 % 44 Level 1&2 50% 35 % 

21 Level 1 10 % 0 % 45 Level 1 50% 0 % 

22 Level 1 10 % 3.5 % 46 Level 1 50% 3.5 % 

23 Level 1 10 % 17 % 47 Level 1 50% 17 % 

24 Level 1 10 % 35 % 48 Level 1 50% 35 % 
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5.2.3 Synergy Analysis 

The following are the key findings of applying MCS to the modified IEEE 123 bus 

distribution system considering the scenarios listed in Table 5.1. 

The synergy between the wind DGs and PEVs is quantified using three different indices: 

excess of wind active power generation; Reverse Power Flow; active and reactive power 

loss, and transformer overload. 

i. Excess of Wind Active Power Generation (EWAPG): 

The excess of wind active power generation (EWAPG) can be calculated by comparing 

the power generated from wind DG and the PEV charging demand at different 

penetration level during a typical day of operation. The EWAPG is mathematically 

formulated as following: 

஺,௛ܩܹܲܧ ൌ 	 ஽ܲீ,௛ െ	 ௉ܲா௏௦,௛       (5.1) 

where h is the day hour (i.e. 1, 2,..., 24), PDG,h is the active power generated from the 

wind DGs at hour h, PPEVs,h is the plug-in electrical vehicle active absorbed power at 

hour h.  

Fig. 5.3 shows the wind DGs active power generation profiles and PEVs load at different 

penetration. The figure reveals that the maximum charging demand of PEVs fleet occurs 

at 6 PM, and it can be noticed that a penetration of 35% wind DGs may suffice to supply 

the PEVs fleet, without requiring any need to import additional power from the 

substation. 

Fig. 5.4 shows a trend of the EWPGA in the case of 50% PEV penetration at different 

wind DGs penetrations, the figure reveals that, the adequate wind DGs penetration 
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required to fulfil the PEVs charging requirement is in the range between (17- 35%), and 

it was found to be exactly at 30% wind DGs penetration.  

 

Figure 5.3 Daily Wind DG Power Generation and PEVs Demand Profile 

 
Figure 5.4 Trend of Excess Wind-Based DG Active Power Generation 
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ii. Reverse Power Flow (RPF):  

Figs. 5.5 and 5.6 show the daily trend of active and reactive power flow at the substation 

level in the case of no PEV and at 35% wind DGs penetration. Visual inspection of Fig 

5.5 reveals that the active power measured at the substation level is always greater than 

zero, which indicate that there is no chance to have reverse active power flow under the 

maximum wind DGs penetration level (35%). However, this is not the same with the 

reactive power flow as shown in Fig. 5.6. The figure reveals that there is a chance to 

have reverse reactive power flow at 17% and 35% wind DGs penetration specifically at 

the early morning hours between 12:00 AM to 7:00 AM. The Reverse reactive power 

flow (RPFR) at hour h can be calculated as following: 

ோ,௛ܨܴܲ  ൌ 	ܳ஽ீ,௛ െ	ሺܳ௉ா௏௦,௛ ൅	ܳோ௘௠௟௢௔ௗ,௛ሻ     (5.2) 

 where QRemload is the total reactive power of the remaining load in the system at hour h, 

QDG,h is the reactive power generated from the wind DGs at hour h, and QPEVs,h is the 

plug-in electrical vehicle reactive absorbed power. 

 
Figure 5.5 Substation Daily Active Power at Different Wind DG Penetration 



 

96 
 

 

Figure 5.6 Substation Daily Reactive Power at Different Wind DG Penetration 

 

Figure 5.7 Substation Reverse Reactive Power Trend at 50% PEV 

Fig. 5.7 shows the reverse reactive power flow daily trend measured at the substation 

level, in the case of 50% PEV penetration. The figure reveals that the peak RPFR occurs 

at 5 AM, in the case of 17% and 35% wind DGs penetration. 

 It can be noticed that during the off-peak periods and in the case of 17% wind DGs 

penetration (or higher), there might be a significant amount of reverse reactive power at 
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the substation which may increase the voltage beyond the acceptable limit at the buses 

and feeder in the neighborhood of the DGs location. 

iii. Energy Losses:  

Figs. 5.8 and 5.9 show the system active and reactive energy losses at different DG 

penetrations. The figures reveal that the active and reactive energy loss can be reduced 

by 6% and 12%, respectively in the case of increasing the DG penetration from 3.5% to 

35%. 

 
Figure 5.8 System Active Power Losses 

 
Figure 5.9 System Reactive Power Losses 
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iv. Distribution Transformer Overload: 

Fig. 5.10 show the number of transformers experiencing overload during one 

representative day for the selected scenarios at the time of PEV maximum charging 

demand. The transformer overload is calculated using equation (4.34) as explained 

earlier in section (4-4). 

 The figure reveals that all the transformers (78 transformers) are overloaded at 7 PM 

and 8 PM. The figure also reveals that at any wind DGs penetration there is no effect on 

the number of transformers experiencing overload at the PEVs peak charging demand. 

 

Figure 5.10 Number of Transformers Experiencing Overload during Representative Day 
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5.3 Case 2: Distribution System Including PEV and Solar PV DG 

As shown in the previous case study the wind DGs are able to completely supply the 

PEVs charging demand locally without increasing the stress over the central generation 

and distribution substation. However, due to the presence of wind DGs in the primary 

distribution system, it is not able to reduce the overload of the distribution transformer 

(either the 25 kVA or the 50 kVA) and the overload on the service line and service drop. 

In this case study, the potential of rooftop solar PVs to mitigate the PEVs impact on the 

secondary distribution system is presented.  

The IEEE 123 bus used in the previous case study is re-used in this case study after 

removing the wind DGs and adding the rooftop solar PVs in the SDS houses based on 

the selected penetration. 

5.3.1 PEVs and Solar PVs Scenarios 

The solar PVs output power is calculated based on the representative irradiance and 

temperature profiles obtained in Section (4-3-2). The power profiles are randomly 

assigned to all the installed PVs units in the residential sector.  

Different PEVs and solar PVs penetration are considered in the MCS. Table 5.2 list the 

selected scenarios to be performed in the MCS.  
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Table 5.2 PEV-PV Scenarios Considered in the Second Case Study 

Scenario Charging level PEV penetration PV penetration 

1 NA 0 % 0 % 

2 NA 0 % 10 % 

3 NA 0 % 30 % 

4 NA 0 % 50 % 

5 Level 2 30 % 0 % 

6 Level 2 30 % 10 % 

7 Level 2 30 % 30 % 

8 Level 2 30 % 50 % 

9 Level 1 30 % 0 % 

10 Level 1 30 % 10 % 

11 Level 1 30 % 30 % 

12 Level 1 30 % 50 % 

13 Level 2 50 % 0 % 

14 Level 2 50 % 10 % 

15 Level 2 50 % 30 % 

16 Level 2 50 % 50 % 

17 Level 1 50 % 0 % 

18 Level 1 50 % 10 % 

19 Level 1 50 % 30 % 

20 Level 1 50 % 50 % 

 



 

101 
 

5.3.2 Scenarios Result Evaluation 

The results of the scenarios listed in Table 5.2 are discussed in this section in terms of 

the PEV-PV active power flow, distribution transformer overload, transformer hot spot 

temperature and the transformers’ loss of life.  

Fig. 5.11 shows the charging demand of PEVs at 30% and 50 % penetration, and the 

rooftop solar PVs generated active power profiles. Visual inspection of Fig. 5.11 reveals 

that the solar PVs are capable of supplying the PEVs battery demand without importing 

any power from the distribution transformer during the day sun hours (i.e. 7 A.M. to 6 

P.M). However, this is not the case during the evening and overnight. 

i. Distribution Transformer Overloads:  

Fig. 5.12 shows the transformer loading in percent, and visual inspection of the figure 

reveals that the maximum percentage transformer loading during PEVs charging in the 

case of 50% is 140%. The transformer loading can be significantly decreased during the 

sun hours in the presence of 50% PV penetration.  

Fig. 5.13 quantifies the number of transformers experiencing overload during one day 

of operation, the figure reveals that in scenarios 3, 4, 11, 12, 19 and 20 (when changing 

the solar PVs penetration from 30% to 50%), the number of transformers experiencing 

overload decreases and the overloads occur only between 5 P.M. and 10 P.M. Table 5.3 

lists 50 kVA transformers overloading hours during one day of operation.  

The results in Table 5.3 show that all the 78 distribution transformers are overloaded 

during the typical day operation for 16 hours, in the absence of solar PV (scenarios 1, 5, 

9, 13, and 17). However, a significant reduction in the number of hours transformer 



 

102 
 

overloaded (40% to 50% reduction) when the distribution system have 50% PV 

penetration (scenarios 4, 8, 12, 16, and 20). 

 

Figure 5.11 PEV Charging Demand & PV Generation Power 

 
Figure 5.12 Transformer Loading during One Day  
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Figure 5.13 Number of Transformers Experiencing Overload  

Table 5.3 Number of Hours Transformers are Experiencing Overload 

Scenario 
50 kVA transformer 

Minimum Median Maximum 

1 16 16 16 

4 7 8 10 

5 16 16 16 

8 7 9 11 

9 16 16 16 

12 7 10 11 

13 16 16 16 

16 8 11 14 

17 16 16 17 

20 9 10 12 
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ii. Distribution Transformer Hotspot Temperature: 

Fig. 5.14 shows the trend of the hot spot temperature of 50 kVA transformers calculated 

by applying equation (4.38). The figure reveals that in scenario 1 (no PEV and no PV) 

the temperature may reach 132oC. It is worth to note that the hot spot temperature of 

transformer should not exceed 110oC. It can be noted that in the case of scenarios (13, 

17) at PEV penetration of 50% and 0% PV penetration the temperature increased from 

152oC to 159oC when using level 2 charging instead of level 1. Significant improvement 

to the hot spot temperature can be noticed in the case of 50% solar PVs (scenario 16), a 

reduction of 37.5% can be observed at 1 P.M. (i.e., when PV is generating its peak 

power). 

 
Figure 5.14 Transformer’s Winding Hot-Spot Temperature 
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iii. Distribution Transformer LOL:  

Fig. 5.15 shows the 50 kVA transformer loss of life during one day of operation for the 

two selected 50-kVA transformers; transformer number 47, and 72 (labeled Txf. 47, and 

Txf. 72) connected to node 71 and 106 of the modified IEEE 123-bus. The two 

transformers are selected because they represent transformers that experience maximum 

and minimum loss of life. 

Visual inspection of Fig. 5.15 reveals that, the transformer LOL reach to 0.2677% and 

0.1200% for the two representative transformers in the case of 50% PEV charging using 

level 2 with 0% solar PV (scenario 5). However, the transformer LOL can be improved 

to 0.0588% and 0.0423% for the two selected transformer in the case of 50 % PV 

penetration (scenario 16). This reduction in transformer LOL due to PV contribution 

will increase the transformer’s lifetime by 37,602 hours (4.3 years) and 13,986 hours 

(1.6 year) for Txf. 47 and Txf. 72, respectively compared to scenario 5.  

 
Figure 5.15 Transformer Loss of Life 
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5.4 Case 3: Distribution System Including PEV and Energy Storage 

The results given in the previous two sections shows that relying only on DERs (wind 

DGs, or solar PVs) is not enough to fully mitigate the PEVs impact on the distribution 

system. Moreover, in some cases, the DERs may create an additional problem either in 

the PDS and/or SDS (e.g. solar PVs can overload the distribution transformer in the 

reverse direction in the case of light load cases).  

Moreover, relying only on DERs are not a viable solution due to their intermittency, and 

therefore the use of energy storage system (ESS) is crucial to completely mitigate the 

impact on the distribution system. 

In this case study, the author investigates the use of multi-agent in the neighborhood and 

in the home level, to monitor and manage the ESS in SDS. The predefined three 

objective functions described in section (4-3-3) are investigated to determine the optimal 

operation of distribution system resources.  

The negotiation technique and the Transactive Energy (TE) concept explained in section 

(4-5-2) are applied to the agents in different levels to choose the optimal operation status 

of energy storage that maximizes the payoff for the homeowners while satisfying the 

electric utility objectives. 

5.4.1 System Setup and Scenarios 

The IEEE 34-bus test system [164], was selected to perform the analysis of testing the 

TE control platform to mitigate the PEV impact on distribution system, instead of the 

IEEE 123 bus (i.e. small system that will decrease the required time to perform the 

required simulation for applying and testing the proposed control platform).   

The primary node of the IEEE 34 bus system was modified to have SDS by adding the 

distribution transformer, secondary line, and service drops. Fig 5.16 shows the original 
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IEEE 34 bus with two modified node one hosting 10 houses with 50 kVA transformer 

and the other node equipped with 6 houses powered from 25 kVA transformer. The data 

for the test system can be found in appendix C. 

The residential house loads are calculated for a day ahead forecast using ANN approach 

discussed in section (4-5-1).  

The forecasted loads are used for day ahead planning for the control action of the ESS 

given by either the HEM or NAEM agent. 

 

Figure 5.16 IEEE 34 Bus System 

Different ESS sizes and locations are used to determine the optimal size, location, and 

function to maximize the benefit for both electric utility and homeowners.  

Three different scenarios are considered for home ESS: 33%, 66%, and 100% (i.e., in 

25 kVA SDS the three scenarios will be 2 house or 4 houses or six house have ESS). 

Table 5.4 Shows the selected scenarios of the ESS to be tested in this case study, the 

parameter and cost of the ESS used in this work is available at [165] and given in 

Appendix A. 
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The Time of use (TOU) electricity pricing scheme is used to calculate the benefit gained 

by homeowners for installing ESS. While the transformer loss of life and the cost of 

replacement are used to assess the cost/benefit for electric utilities. Fig 5.17 shows the 

TOU for different season. 

Three PEV penetration levels are used; 0% (no PEV), 50% (i.e., in 25 kVA SDS mean 

three houses each have one PEV) and 100% (i.e., in 25 kVA SDS mean six houses each 

have one PEV).  

The charging time is chosen based on home arrival time [133], and the driven distance 

selected to be the median driven distance by Canadian driver [4].  Table 5.5 shows the 

PEVs scenarios used in this case study. 

 

Figure 5.17 Time of Use Price 
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Table 5.4 Energy Storage System Used in the Simulation Process 

Scenarios. Location – Penetration Size Functions 

1 
Home (owned by customer)- 100% 2 kW- 12kWh 

HoCom 

2 PAPR 
3 SOLR 
4 

Home (owned by customer)- 100% 3.3 kW- 6.4kWh 

HoCom 

5 PAPR 

6 SOLR 

7 

Home (owned by customer)- 100% 6.6 kW- 12.8kWh 

HoCom 

8 PAPR 

9 SOLR 

10 

Home (owned by customer)- 66% 2 kW- 12kWh 

HoCom 

11 PAPR 

12 SOLR 

13 

Home (owned by customer)- 66% 3.3 kW- 6.4kWh 

HoCom 

14 PAPR 

15 SOLR 

16 

Home (owned by customer)- 66% 6.6 kW- 12.8kWh 

HoCom 

17 PAPR 

18 SOLR 

19 

Home (owned by customer)- 33% 2 kW- 12kWh 

HoCom 

20 PAPR 

21 SOLR 

22 

Home (owned by customer)- 33% 3.3 kW- 6.4kWh 

HoCom 

23 PAPR 

24 SOLR 

25 
Home (owned by customer)- 33% 6.6 kW- 12.8kWh 

HoCom 

26 PAPR 
27 SOLR 
1 to 27 Pole top mounted (owned by utility) 5kW- 16 kWh PAPR 

Table 5.5 PEV Simulation Cases 

Simulation case PEV Penetration Charging voltage Charging power 

1 50% 240 Volt 3.3 kW 

2 100% 240 Volt 3.3 kW 



 

110 
 

5.4.2 Simulation Results Evaluation 

The impact of 50 % PEV penetration (i.e. first simulation case in Table 5.5) is discussed 

in terms of the transformer loss of life and the cost/benefits for homeowners and electric 

utilities. 

Fig. 5.18- 5.19 show the active power consumed by each house for the 25 kVA SDS, 

and the total power measured at the distribution transformer, respectively. From Fig. 

5.19 it is demonstrated that in the case of 50% PEV penetration, the peak power seen by 

the 25 kVA distribution transformer reaches 42 kW. This increases the transformer daily 

loss of life (LOL) from 0.006% (i.e. 0% PEV) to 0.023%. It is worth noting that the 

normal daily LOL should not exceed 0.0134%. This increase in transformer LOL means 

that the electric utility is obliged to replace the distribution transformer after 11.9 years 

compared with 20 years (i.e. normal transformer lifetime) in the case of 0% PEV 

penetration.  

The following section demonstrate the effect of applying the Transactive Energy (TE) 

control in the distribution system in the case of using ESS 12 kWh, after the NAEM 

agent and the HEM agents reach to the state of consensus. 

 
Figure 5.18 Residential Home Forecasted Load 
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Figure 5.19 25 kVA Transformer Loading 

5.4.2.1 Evaluation of ESS 12 kWh HoCom Function 

The results for operating the energy storage system (ESS) in Home Comfort (HoCom) 

function mode with different penetrations is shown in Fig. 5.20.  

Visual inspection of Fig 5.20 reveals that, when the HEM decides to operate the ESS 

based on the HoCom function (equation 4.23- 4.24), the transformer overload reaches 

to unacceptable limit, which will result in a failure of operation of the distribution 

transformer. This phenomenon is quantified in Table 5.6, and it was found that the 

transformer needs replaced after 0.7 years in the case of 100% ESS penetration (i.e. 

scenario 1). The transformer replacement is required after 2.8 and 7.1 years in the case 

of 66% and 33% of ESS penetration (i.e. scenario 10, 19), respectively. 

As outlined in Fig 4.20, the HEM agents will send the consumed load and the optimal 

operation of ESS to the NAEM agent. 
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Figure 5.20 Power Seen by 25 kVA Transformer in the Case of 12kWh ESS, HoCom 
Function 

5.4.2.2  Evaluation of ESS 12 kWh PAPR Function 

Based on the received report from the HEM agents the NAEM agent will estimate the 

expected transformer loss of life (LOL). If the calculated LOL exceed the normal LOL 

the NAEM agent rejects the ESS operation proposed by the HEM agents, and will then 

start a negotiation round with the HEM agents Fig 5.21, shows the impact of ESS 

operation when the NAEM agent decide to choose the Peak over Average Power 

Reduction (PAPR) function (best option to reduce transformer LOL). Fig. 5.21 reveals 

that the transformer peak demand decreases to 35.5, 33.5, and 31.75 kW at 33%, 66%, 

and 100% ESS penetration, respectively. 

This reduction in transformer peak power will maintain the transformer lifetime at 20 

years in the three scenarios (2, 11, and 20). However, the HEM agent can only perform 

the proposed action from the NAEM agent if the distribution system operator (DSO) 

need to pay a rebate for home owners to take the control over their energy storage unit 
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to help electric utility increase the transformer life time. This rebate is calculated as $4.1, 

$2.6, and $1.3 per day for scenarios 2, 11 and 20, respectively for all the houses equipped 

with ESS in the secondary distribution system (SDS). The DSO payment breakdown for 

each house is shown in Fig 5.23. The DSO payment ሺܦ௉ሻ required for each house and 

the electric utility total payment (ܷ௣ሻ can be calculated as follows: 

௉ܦ  ൌ ௦௧௢/ு௢௖௢௠ܪ െ	ܪ௦௧௢/௉஺௉ோ       (5.3) 

௦௧௢/ு௢஼௢௠ܪ ൌ෍ ∁௧ 	ൈ	൫ ௖ܲ௛೟൯ு௢஼௢௠ ൈ ݐ∆
்೎೓ೌೝ೒೔೙೒

௧ୀଵ
െ෍ ∁௧ 	ൈ	൫ ௗܲ௜௦௖௛೟൯ு௢஼௢௠ ൈ ݐ∆

்೏೔ೞ೎೓ೌೝ೒೔೙೒

௧ୀଵ
       (5.4) 

௦௧௢/௉஺௉ோܪ ൌ෍ ∁௧ 	ൈ	൫ ௖ܲ௛೟൯௉஺௉ோ ൈ ݐ∆
்೎೓ೌೝ೒೔೙೒

௧ୀଵ
െ෍ ∁௧ 	ൈ	൫ ௗܲ௜௦௖௛೟൯௉஺௉ோ ൈ ݐ∆

்೏೔ೞ೎೓ೌೝ೒೔೙೒

௧ୀଵ
             (5.5) 

ܷ௣ ൌ෍ ௉ಹܦ
ݏ݁ݏݑ݋݄ܰ

ൌ1ܪ

         (5.6) 

where ܪ௦௧௢/ு௢௖௢௠,  ௦௧௢/௉஺௉ோ are the total home savings when the ESS performs theܪ

HoCom and PAPR optimization functions, respectively. 

௖ܲ௛	, ௗܲ௜௦௖௛		are the ESS charging and discharging power in kW, and ௖ܶ௛௔௥௚௜௡௚ , ௗܶ௜௦௖௛௔௥௚௜௡௚ is 

the ESS charging and discharging periods decided by the HEM or NAEM agent. 

 
Figure 5.21 Power Seen by 25 kVA Transformer in the Case of 12kWh ESS, PAPR 
Function 
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5.4.2.3  Evaluation of ESS 12 kWh SOLR Function 

In this work, a new storage function (SOLR) is proposed that is able to reduce the utility 

payments to homeowners’ for utilizing their ESS, and increases the transformer lifetime, 

while keeping the HEM agent objective at its maximum value.  

The TE control solution will operate only to satisfy the required amount of ESS using 

the SOLR optimization function (equation 4.30 to 4.33) and will release the remaining 

ESS to perform the HoCom optimization function. The NAEM agent first identifies the 

required power needed from the customers’ ESS to limit the transformer overload to the 

predefined limit given by the electric utility. Once the required power is calculated, the 

NAEM agent starts a sequential negotiation with each HEM agent to buy the available 

capacity of the customers’ ESS. Once the action is approved by the HEM agent, the 

NAEM checks to see if more power is required when no more power is required to 

remove the distribution transformer overload, the NAEM agent will schedule the second 

home to perform the HoCom function (no payment is required from electric utility for 

this function).   

Fig 5.22 shows the proposed TE solution, which reveals that the transformer peak 

demand reaches 34, 36 and 38 kW for scenarios 3, 12, and 21, respectively. This means 

the transformer lifetime is remain at 20 years, as quantified in Table 5.6. Finally, the 

required payment from utilities can be reduced to $3, $2.6, and $0.7 per day in the case 

of scenarios 3, 12, and 21, respectively. The values of utility payment under the TE 

control action (்ܷா) are given below and can be calculated as following: 

ா்ܦ ൌ ௦௧௢/ு௢௖௢௠ܪ െ	ܪ௦௧௢/்ா       (5.7) 

௦௧௢/்ாܪ ൌ෍ ݐ∁ 	ൈ 	൫݄ܲܿݐ൯ܶܧ ൈ ݐ∆
݃݊݅݃ݎ݄ܽܿܶ

ൌ1ݐ

െ෍ ݐ∁ 	ൈ 	 ൫ܲ݀݅ݐ݄ܿݏ൯ܶܧ ൈ ݐ∆
݃݊݅݃ݎ݄ܽܿݏ݅݀ܶ

ൌ1ݐ

    (5.8) 



 

115 
 

்ܷா ൌ෍ ாಹ்ܦ
ݏ݁ݏݑ݋݄ܰ

ൌ1ܪ

        (5.9) 

where ்ܦா is the DSO’s required payment in order to satisfy the customers, and ܪ௦௧௢/்ா 

is the customers savings when the ESS is operating in TE mode. Results show that the 

TE solution is capable of maximizing the objectives of the HEM agent and NAEM 

agents. 

 
Figure 5.22 Power Seen by 25 kVA Transformer in the Case of 12kWh ESS, SOLR 
Function 

5.4.2.4  Summary of Results for ESS 12 kWh Case Study 

Fig 5.23 shows the homeowners savings per day and the electric utility payment required 

for each home in order to make all the agents reach a state of consensus. The results 

show that under any ESS operation, homeowners can save $1.10 per day on their 

electricity bill. With the average ESS lifetime of 15 years [165], homeowners can save 

$6,022 over that period. This saving is enough to cover the cost of the ESS ($6000) seen 

in [165]. 
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The results in Table 5.6, reveal that when the electric utility applies the optimal TE 

solution (Scenario 21), they will required to pay a total of $3,800 ($0.7 per day × 365 × 

15) to ensure the transformer lifetime will be kept at 20 years. The electric utility 

payment of $3,800 will be divided between customers involved in the TE solution (in 

this scenario 2 homes) with different portions going to each customer based on the 

amount of power requested from the customers ESS.  

If the electric utility pays $3,800 to their customers, this will save them the cost of three 

replacements of the distribution transformer, that would be required if the utility lets the 

customers operate their ESS independently (scenario 19).  

The cost of replacing a 25 kVA transformer is approximately $2,500, which means the 

electric utility will save $ 3,700 (2500×3 – 3800) when applying the TE solution. 

Moreover, even if the electric utility upgrades the transformer to 50 kVA, the cost 

becomes $3,000. However, upgrading the transformer to a 50 kVA transformer requires 

replacement of cables and protection devices, it also increases the power losses in the 

system, which will increase the operating cost of the distribution system. As a result of 

this discussion, the TE solution is still found to be the optimal solution compared with 

transformer replacement or transformer upgrade. 

To determine the adequate penetration and size of ESS, this work investigated two 

different sizes of storage. The first size of storage used is 6.4 kWh, since it matches the 

rating of a Tesla Powerwall home storage system [165]. The second storage size used in 

this work is 12.8 kWh, this matches the rating of two Tesla Powerwall home storage 

systems [165].  
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Figure 5.23 Agent Consensus for Different Proposal in Case of 12kWh ESS 

Table 5.6 Summary Results for Simulation Case 1. 

Scenarios Transformer daily LOL (%) 
Transformer life 

time (years) 

Electric utility rebate 

($/day) 

1 0.295 0.9 0.0 

2 0.002 20.0 4.1 

3 0.003 20.0 3.0 

4 0.194 1.4 0.0 

5 0.004 20.0 2.0 

6 0.005 20.0 1.2 

7 0.626 0.4 0.0 

8 0.002 20.0 4.6 

9 0.003 20.0 3.4 

10 0.098 2.8 0.0 

11 0.003 20.0 2.6 

12 0.004 20.0 1.7 

13 0.069 4.0 0.0 

14 0.005 20.0 1.4 

15 0.006 20.0 0.8 

16 0.157 1.8 0.0 

17 0.003 20.0 2.8 
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18 0.004 20.0 1.7 

19 0.038 7.1 0.0 

20 0.005 20.0 1.3 

21 0.007 20.0 0.7 

22 0.032 8.5 0.0 

23 0.007 20.0 0.7 

24 0.009 20.0 0.3 

25 0.047 5.8 0.0 

26 0.005 20.0 1.4 

27 0.006 20.0 0.7 

5.4.2.5  Evaluation of ESS 6.4 kWh 

The impact of changing the storage size from 12kWh to 6.4 kWh is investigated in terms 

of the cost/benefits for homeowners and the transformer LOL. 

Fig 5.24 reveals that with a storage rating of 6.4 kWh, the transformer peak power can 

reach to 58 kW, which will require transformer replacement after 1.4 years. By reducing 

the ESS penetration to 66% and 33% (scenarios 13 and 22) the transformer lifetime 

increased to 4 and 8.5 years, respectively. 

Fig 5.25 shows the proposal sent from the NAEM agent to the HEM agents to change 

storage operation. The figure demonstrate that in the case of scenario 5, the transformer 

peak power is reduced by 40% when compared with scenario 4, which keeps the 

transformer lifetime at 20 years. The HEM can accept the proposed operation if the 

electric utility total payment is $2/day for all of the customers who provide their ESS to 

be used by the DSO. This solution will be rejected by the NAEM agent due to the high 

cost to be paid by the electric utility. 
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Another proposal sent by the NAEM agent to the HEM agents is to change the ESS 

operation as exposed in Fig 5.26. When an agreement is reached between all agents, the 

transformer lifetime will be maintained within 20 years, while the total payment required 

from the electric utility is only $1.20/day in the case of scenario 6.  

Fig. 5.27 shows the breakdown for each HEM agent and the required payment by the 

electric utility to reach an agreement between all agents. The benefit for each 

homeowner will be $3,220 based on the lifetime of the ESS. This saving is more than 

the cost of the storage as given in [165] (i.e. $3,000).  

The results in Table 5.6 show that with a 6.4 kWh ESS, only 33% penetration is adequate 

to keep the transformer LOL below the normal LOL values (scenario 24). In this case, 

the electric utility will require paying a total of $1,642 ($0.3 per day) to the customers 

in order to apply the TE solution. Again the required payment of the utility is less than 

the cost of either replacement ($7500 for a total of 3 replacements) or upgrading the 

distribution transformer to 50 kVA ($3000). 

 
Figure 5.24 Power Seen by 25 kVA Transformer in the Case of 6.4kWh ESS, HoCom 
Function 
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Figure 5.25 Power Seen by 25 kVA Transformer in the Case of 6.4kWh ESS, PAPR 
Function 

 

Figure 5.26 Power Seen by 25 kVA Transformer in the Case of 6.4kWh ESS, SOLR 
Function 
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Figure 5.27 Agent Consensus for Different Proposal in Case of 6.4kWh ESS 

5.4.2.6 Evaluation of ESS 12.8 kWh 

The last ESS size under investigation is 12.8 kWh. Visual inspection of Fig 5.28 reveals 

that the transformer peak power in the case of scenario 7 reaches 62 kW. This will 

require the transformer to be replaced after 0.4 years when compared with 1.8 and 5.8 

years in the case of 66% and 33% ESS penetration (scenario 16, and 25), respectively. 

Fig. 5.29 shows the proposed ESS profile sent from the NAEM agent. This solution will 

increase the lifetime of the distribution transformer to 20 years for all ESS penetration 

levels (scenarios 8, 17, and 26). This solution requires the electric utility to pay $4.60, $ 

2.80, and $1.40 per day for the pre-mentioned scenarios, meaning the required payment 

will not satisfy the electric utility and it will be rejected. 

The optimal TE solution is shown in Fig. 5.30, which keeps the transformer lifetime at 

20 years. However, the required payment will be reduced to $3.40, $1.70, and $0.70 per 

day in the case of scenarios 9, 18 and 27, respectively.  
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Fig 5.31 shows the HEM agents savings per day for each home in the case of ESS 12.8 

kWh. The savings gained by homeowners will be $6,450, which exceeds the cost of the 

ESS installation ($6000). The optimal TE solution (scenario 27) will require the electric 

utility to pay $3800 ($0.70 per day) to reach an agreement with the HEM agents. 

Fig 5.32 shows the objective solution for the 27 developed scenarios, in terms of the 

transformer lifetime and the required utility payment. Visual inspection of Fig 5.32 

reveals that many scenarios of ESS operation can maintain the transformer lifetime at 

20 years. However, the optimal TE control solution is selected to minimize the rebate 

that is required from the electric utility to reach an agreement with their customers.    

Table 5.7 presents statistical summary for the 27 developed scenarios. The scenarios are 

organized based on the ESS size, then minimum, maximum and median of transformer 

lifetime, electric utility payment are calculated. It can be noticed that, the median 

transformer lifetime is 20 years, which means any of the ESS size is capable of relieve 

the transformer overload. On the other hand, in the case of 6.4 kWh ESS the median 

value of the utility payment is $0.70/day, which represent the best value of the cost over 

the median of all scenarios. 

 
Figure 5.28 Power Seen by 25 kVA Transformer in the Case of 12.8kWh ESS, HoCom 
Function 
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Figure 5.29 Power Seen by 25 kVA Transformer in the Case of 12.8kWh ESS, PAPR 
Function 

 
Figure 5.30 Power Seen by 25 kVA Transformer in the Case of 12.8kWh ESS, SOLR 
Function 



 

124 
 

 
Figure 5.31 Agent Consensus for Different Proposal in Case of 12.8kWh ESS 

 
Figure 5.32 Final Solutions Found by HEM, NAEM Agent in the Case of the First 
Simulation Study 
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Table 5.7 Statistical Analysis for the Developed Scenarios 

Case\ statistical measure Minimum Median Maximum 

12 kWh 
Transformer life time (years) 0.9 20 20 

Electric utility rebate ($/day) 0 1.3 4.1 

6.4 kWh 
Transformer life time (years) 1.4 20 20 

Electric utility rebate ($/day) 0 0.7 2 

12.8 kWh 
Transformer life time (years) 0.4 20 20 

Electric utility rebate ($/day) 0 1.4 4.6 

 

Based on the previous analysis at 50% PEVs penetration with level 2 (3.3 kW) charging 

power, the adequate ESS storage which satisfies both HEM agents and the electric utility 

agent is 6.4 kWh. It is found that the optimal TE solution is to operate the ESS using the 

SOLR objective function. It can also be noted that any of the penetration levels (100%, 

66%, or 33%) is capable of mitigating the PEVs impact. 

The adequate ESS size (6.4 kWh) will be used to analyze higher penetration of PEVs, 

and ensure the TE control system will be able to reach an agreement with homeowners 

and mitigate the PEVs impact at different circumstances.    

5.4.2.7  Plug-in Electric Vehicles 100% Penetration Case Study 

The PEVs penetration is increased to 100% penetration while keeping the charging level 

at 240 Volt, 3.3 kW. 

Fig. 5.33 shows the transformer loading during a typical day, it can be noticed that the 

transformer peak power reach to 50kW, which increase the transformer LOL to 0.173% 

(replacement required after 1.5 years). 



 

126 
 

Fig 5.34 shows the TE solutions for different ESS penetration 100%, 66%, and 33% 

(scenarios 6, 15, and 24), the figure reveals that the transformer peak power was reduced 

to 36.8, 38.9, and 41.5kW for the three selected scenarios. 

This reduction will increase the transformer lifetime to 19.5, 13, and 7.6 years in the 

case of scenarios (6, 15, and 24), respectively.  

Fig 5.35 shows the saving for each homeowner, and the required utility payment to reach 

an agreement with HEM agents.   

 
Figure 5.33 Transformer Loading for 100% PEV Penetration 

 
Figure 5.34 Transactive Solutions for 100% PEV Penetration 
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The optimal TE solution was found to be scenario 6 which will require the utility to pay 

$10,400 to save 18 replacement of distribution transformer. 

Table 5.8 illustrates the results of all the 27 scenarios in terms of transformer LOL, 

transformer lifetime, and the electric utility payment. 

Fig 5.36 shows the layout of all possible solutions during the negotiation rounds between 

the NAEM agent and HEM agents.  

 
Figure 5.35 Agent Consensus for Different Proposal in Case of 6.4kWh ESS 

 
Figure 5.36 Finial Solutions Found by HEM, NAEM Agent in the Case of 100% PEV 
Penetration 
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Table 5.8 Summary Results for Simulation Case 2. 

Scenarios 
Transformer daily loss 

of life in % 

Transformer lifetime 

(years) 

Electric utility rebate 

($/day) 

1 2.352 0.1 0.0 

2 0.005 20.0 5.1 

3 0.007 20.0 3.7 

4 1.735 0.2 0.0 

5 0.011 20.0 3.1 

6 0.014 19.5 1.9 

7 5.291 0.1 0.0 

8 0.005 20.0 5.4 

9 0.006 20.0 4.1 

10 0.871 0.3 0.0 

11 0.009 20.0 3.7 

12 0.011 20.0 2.4 

13 0.659 0.4 0.0 

14 0.018 15.0 2.1 

15 0.021 13.0 1.4 

16 1.470 0.2 0.0 

17 0.008 20.0 3.9 

18 0.010 20.0 2.5 

19 0.353 0.8 0.0 

20 0.020 13.4 1.8 

21 0.022 12.3 1.4 

22 0.295 0.9 0.0 

23 0.033 8.3 1.1 

24 0.036 7.6 0.8 

25 0.451 0.6 0.0 

26 0.018 15.0 2.1 

27 0.021 12.9 1.4 
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5.5 Summary 

The result of three case studies are presented in this chapter. The first case study 

investigates the synergy between wind DGs and PEVs. The simulation results show that 

the 30% wind DGs penetration is adequate to locally supply the PEVs at 50% 

penetration. This will reduce the stress over the central generation station. However, the 

wind DGs are unable to remove the transformer overload. Moreover, at light loading 

conditions, the reverse reactive power flow is noticed which produces overvoltage in the 

neighbourhood feeders. 

The second case study investigates the use of the rooftop solar photovoltaic as potential 

solution to mitigate the PEVs impact on the distribution transformer. The results show 

that solar PVs peak generated power does not coincide with the PEVs peak charging 

demand therefor the PVs will be able to partially mitigate the PEVs charging demand 

impact on the distribution system. 

The last case study focuses on testing the Transactive Energy (TE) control solution for 

optimal distribution system operation. Different storage sizes and penetrations are used.  

It is found that 6.4 kWh is the adequate size of the energy storage system. However, 

other penetrations of energy storage (e.g., 33%, and 100%) may suffice to mitigate the 

PEVs impact on distribution transformer at 50%, and 100% PEV penetration, 

respectively.   

The next chapter presents the dissertation conclusion, recommendation, and future work. 
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Chapter 6: Conclusion and Recommendations 

6.1 Conclusion 

In this dissertation, the impact of Plug-in Electric Vehicles (PEVs) charging demand on 

the distribution system is quantified in terms of the transformer overload, transformer 

hot spot temperature and transformer loss of life. The obtained results, after applying 

Monte Carlo simulation (MCS), confirmed that any increase in PEVs penetration may 

cause transformer overload. However, the overload reaches its maximum value around 

7 P.M. when most people return from work.  

This work investigates different means to mitigate the PEVs impact using distributed 

energy resources (wind DGs, solar PVs, energy storage systems) and each element of 

these resources is extensively investigated to measure its effectiveness. 

In the first case, the synergy between wind-based DGs and PEVs charging demand is 

investigated, and it is found that the PEVs maximum charging demand does not coincide 

with the maximum generated power from wind DGs. The result shows that the PEVs 

peak charging and the wind DGs peak power occurs around 7:00 P.M, and 5:00 P.M, 

respectively. The MCS results reveal that 30% wind DG will suffice to supply 50% 

penetration of PEV without importing any additional power from the substation. Also, 

the results show that wind DGs are not able to mitigate the transformer overload (25 

kVA and 50 kVA) at any penetration level. 

The second case investigates the potential of rooftop solar PVs to mitigate the impact of 

PEVs charging which shows that any solar PVs penetration greater or equal to 10% will 

be able to relieve the transformer overload from 10 A.M. to 5 P.M. However, in the case 
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of no PVs and at PEVs penetration of 50%, the transformer hot spot temperature can 

reach to 121◦C, this temperature can be reduced to 107◦C (i.e., 13% reduction) by adding 

solar PVs with 50% penetration. The results show that at 50% PEV penetration the 

distribution transformer may require replacement after 4 years. 

Finally, this work investigates the use of multi-agent system cooperative control in 

managing the energy storage deployed in the secondary distribution system to mitigate 

the PEVs impact on the distribution system. Different storage sizing penetration, 

location, and function are analyzed. 

The novel concept of Transactive Energy (TE) is implemented in this work in order to 

achieve the maximum benefits for the homeowners and the electric utility and justify the 

cost of energy storage. The results showe that the adequate size of energy storage system 

is 6.4 kWh per house in order to mitigate the PEVs impact at 50% and 100% penetration. 

It is found that if the electric utility has no control on the energy storage system operation 

the distribution transformer will need replacement every 1.4 and 0.2 years in the case of 

50% and 100% penetration, respectively.  However, the utility can maintain the 

transformer lifetime to be approximately 20 years if they apply the optimal TE solution.  

Applying the optimal TE solution justifies the cost of energy storage either from the 

homeowners’ or from the electric utility’s perspective. The results show that the 

homeowners can save up to $3,220 during the energy storage lifetime which covers the 

cost of energy storage that is estimated to be $3,000. However, the electric utility is 

required to pay $6,550 and $10,400 to reach an agreement with the homeowners to apply 

the optimal TE solution in the case of 50% and 100% PEV penetration.  
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The proposed TE solution will also encourages more residential customers to install 

DERs in their property and can actively respond to utility requirements through the home 

energy management which will not add any burden on the homeowners. This active 

participation from the customers will definitely improve the expected outcomes from 

the offered incentive programs offered by the IESO for energy conservation. 

6.2 Recommendations  

Considering the analysis presented in this dissertation, the following recommendations 

are introduced; the simulation results of the work prove the importance of using a home 

battery energy storage system to perform a self-healing function for smart grid operation. 

However, most of the storage projects are related to the community storage system 

which is very expensive. This thesis recommends the deployment of energy storage at 

the home level in upcoming incentive programs. 

This thesis also recommends that the utility should control the home energy storage 

system as opposed to allowing the customers to control their own energy storage which 

may have a higher negative impact on the distribution system than the Plug-in Electric 

Vehicles. 

In order to have a flexible, robust, and reliable distribution system, three levels of energy 

management system should be included starting from customers (home automation), 

followed by the secondary distribution system management (neighborhood 

management) and ending with the wide area management. Lastly, applying the 

Transactive Energy control is the only way to organize the action and data transfer 

between the different management system to satisfy both electric utilities and 

homeowners.        
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6.3 Future Work 

In extension of this work suggestions are presented for future work: 

The Transactive Energy control platform presented in this work relies on the day ahead 

load forecast to setup the proper control action of all energy storage systems. However, 

the customers’ consumption may change during the day which necessity TE control to 

operate in real time to ensure optimal operation of distribution system.  

An additional suggestion is to extend the energy storage to perform ancillary services to 

both electric utilities and customers (e.g. frequency regulation, removal of power quality 

issues, and system backup). Investigation of coordination between these functions can 

maximize the benefit of storage systems and justify their cost. 

Finally, The TE control decision is an optimization process which depends on different 

uncertainties, such as PEVs driven distance and the accuracy of the load forecast, as a 

result the robustness optimization is required to propose the control action that will be 

optimal under any circumstance. 
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Appendix A Solar Photovoltaic and Energy Storage Data  

Table A.1 Electrical Specification of PV System [140] 

Item Specs 2 kW PV  10 kW PV  

Input DC 
Data 

Max PV generation power 
(W) 

2300 10200 

Max DC voltage (V) 500 1000 
Max DC current (A) 15 22 

Number of inputs/MPPT 
tracker 

2/1 4/2 

DC connector MC IV Connector 
Standby power 

consumption (W) 
5 5 

Output AC 
data 

Nominal AC power (W) 2000 10000 
Max AC power (W) 2000 10000 

Nominal output voltage 
(V) 

120 120 

AC grid frequency (Hz) 60 60 
Power factor ~ 1 ~ 0.9  
AC connector Single phase 

PV 
efficiency 

Max. Efficiency 97% 98% 
MPPT Adaptation 

Efficiency 
>99.5% >99.5% 

 

Table A.2 Tesla Energy POWERWALL [165] 

Energy 10 kWh (50 cycles/year), 7 kWh (daily cycling) 
Power 2.0 kW continuous, 3.3 kW peak 
Voltage 350 – 450VDC (current system designs use 48 volts) 
Inverter Not included 
Dimension Weight 51.2" x 33.9" x 7.1" (1300 mm x 860 mm x 180 mm) 
Temperature 100 kg / 220 lbs., wall mounted 
DC Round Trip Efficiency -4°F to 110°F / -20°C to 43°C 
Battery Type 92% 
Life Time 10 to 15 years 
Other “Liquid thermal cooling”  
Pricing 
7 kWh “Daily Cycling” 
Model 

$3,000-- $429/kWh-DC 

10 kWh “Backup” Model $3,500 -- $350/kWh-DC 
System Included Tesla website says quoted price includes the battery, 

enclosure, cooling system and the battery management 
system 
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Appendix B IEEE 123 Bus Standard Test Distribution System 
Data [158] 

Table B.1 Line Segment Data 

Node A Node B Length (ft.) Config. 
1 2 175 10 
1 3 250 11 
1 7 300 1 
3 4 200 11 
3 5 325 11 
5 6 250 11 
7 8 200 1 
8 12 225 10 
8 9 225 9 
8 13 300 1 
9 14 425 9 
13 34 150 11 
13 18 825 2 
14 11 250 9 
14 10 250 9 
15 16 375 11 
15 17 350 11 
18 19 250 9 
18 21 300 2 
19 20 325 9 
21 22 525 10 
21 23 250 2 
23 24 550 11 
23 25 275 2 
25 26 350 7 
25 28 200 2 
26 27 275 7 
26 31 225 11 
27 33 500 9 
28 29 300 2 
29 30 350 2 
30 250 200 2 
31 32 300 11 
34 15 100 11 
35 36 650 8 
35 40 250 1 
36 37 300 9 
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Table B.1 Line Segment Data (Continued) 

Node A Node B Length (ft.) Config. 
36 38 250 10 
38 39 325 10 
40 41 325 11 
40 42 250 1 
42 43 500 10 
42 44 200 1 
44 45 200 9 
44 47 250 1 
45 46 300 9 
47 48 150 4 
47 49 250 4 
49 50 250 4 
50 51 250 4 
51 151 500 4 
52 53 200 1 
53 54 125 1 
54 55 275 1 
54 57 350 3 
55 56 275 1 
57 58 250 10 
57 60 750 3 
58 59 250 10 
60 61 550 5 
60 62 250 12 
62 63 175 12 
63 64 350 12 
64 65 425 12 
65 66 325 12 
67 68 200 9 
67 72 275 3 
67 97 250 3 
68 69 275 9 
69 70 325 9 
70 71 275 9 
72 73 275 11 
72 76 200 3 
73 74 350 11 
74 75 400 11 
76 77 400 6 
76 86 700 3 
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Table B.1 Line Segment Data (Continued) 

Node A Node B Length (ft.) Config. 
77 78 100 6 
78 79 225 6 
78 80 475 6 
80 81 475 6 
81 82 250 6 
81 84 675 11 
82 83 250 6 
84 85 475 11 
86 87 450 6 
87 88 175 9 
87 89 275 6 
89 90 225 10 
89 91 225 6 
91 92 300 11 
91 93 225 6 
93 94 275 9 
93 95 300 6 
95 96 200 10 
97 98 275 3 
98 99 550 3 
99 100 300 3 
100 450 800 3 
101 102 225 11 
101 105 275 3 
102 103 325 11 
103 104 700 11 
105 106 225 10 
105 108 325 3 
106 107 575 10 
108 109 450 9 
108 300 1000 3 
109 110 300 9 
110 111 575 9 
110 112 125 9 
112 113 525 9 
113 114 325 9 
135 35 375 4 
149 1 400 1 
152 52 400 1 
160 67 350 6 
197 101 250 3 

 
 



 

160 
 

Table B.2 Overhead Line Configurations 

Config. Phasing Phase Cond. Neutral Cond. Spacing 
  ACSR ACSR ID 
1 A B C N 336,400 26/7 4/0 6/1 500 
2 C A B N 336,400 26/7 4/0 6/1 500 
3 B C A N 336,400 26/7 4/0 6/1 500 
4 C B A N 336,400 26/7 4/0 6/1 500 
5 B A C N 336,400 26/7 4/0 6/1 500 
6 A C B N 336,400 26/7 4/0 6/1 500 
7 A C N 336,400 26/7 4/0 6/1 505 
8 A B N 336,400 26/7 4/0 6/1 505 
9 A N 1/0 1/0 510 
10 B N 1/0 1/0 510 
11 C N 1/0 1/0 510 

 

Table B.3 Underground Line Configuration 

Config. Phasing Cable Spacing ID 
12 A B C 1/0 AA, CN 515 

Table B.4 Transformer Data 

 kVA kV-high kV-low R - % X - % 
Substation 5,000 115 - D 4.16 Gr-W 1 8 
XFM – 1 150 4.16 - D .480 - D 1.27 2.72 

Table B.5 Three Phase Switches 

Node A Node B Normal 
13 152 closed 
18 135 closed 
60 160 closed 
61 610 closed 
97 197 closed 
150 149 closed 
250 251 open 
450 451 open 
54 94 open 
151 300 open 
300 350 open 
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Table B.6 Shunt Capacitors 

Node Ph-A Ph-B Ph-C 
  kVAr kVAr kVAr

83 200 200 200 
88 50  - -  
90  - 50  - 
92  - -  50 

Total 250 250 250 
 

Table B.7 Regulator Data 

ID 
Line 

Segment 
Location Phase Bandwidth

PT 
Ratio 

Primary 
CT 

Rating 
R X 

Voltage 
Level 

1 150-149 150 A 2.0V 20 700 3 7.5 120 
2 9-14 9 A 2.0V 20 50 0.4 0.4 120 

3-A 25-26 25 A 1V 20 50 0.4 0.4 120 
3-C 25-26 25 C 1V 20 50 0.4 0.4 120 
4-A 160-67 160 A 2V 20 300 0.6 1.3 124 
4-B 160-67 160 B 2V 20 300 1.4 2.6 124 
4-C 160-67 160 C 2V 20 300 0.2 1.4 124 

 
Table B.8 Spot Load Data 

Node Load Ph-1 Ph-1 Ph-2 Ph-2 Ph-3 Ph-3 
 Model kW kVAr kW kVAr kW kVAr 
1 Y-PQ 40 20 0 0 0 0 
2 Y-PQ 0 0 20 10 0 0 
4 Y-PR 0 0 0 0 40 20 
5 Y-I 0 0 0 0 20 10 
6 Y-Z 0 0 0 0 40 20 
7 Y-PQ 20 10 0 0 0 0 
9 Y-PQ 40 20 0 0 0 0 
10 Y-I 20 10 0 0 0 0 
11 Y-Z 40 20 0 0 0 0 
12 Y-PQ 0 0 20 10 0 0 
16 Y-PQ 0 0 0 0 40 20 
17 Y-PQ 0 0 0 0 20 10 
19 Y-PQ 40 20 0 0 0 0 
20 Y-I 40 20 0 0 0 0 
22 Y-Z 0 0 40 20 0 0 
24 Y-PQ 0 0 0 0 40 20 
28 Y-I 40 20 0 0 0 0 
29 Y-Z 40 20 0 0 0 0 
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Table B.8 Spot Load Data (Continued) 

Node Load Ph-1 Ph-1 Ph-2 Ph-2 Ph-3 Ph-3 
 Model kW kVAr kW kVAr Kw kVAr 

30 Y-PQ 0 0 0 0 40 20 
31 Y-PQ 0 0 0 0 20 10 
32 Y-PQ 0 0 0 0 20 10 
33 Y-I 40 20 0 0 0 0 
34 Y-Z 0 0 0 0 40 20 
35 D-PQ 40 20 0 0 0 0 
37 Y-Z 40 20 0 0 0 0 
38 Y-I 0 0 20 10 0 0 
39 Y-PQ 0 0 20 10 0 0 
41 Y-PQ 0 0 0 0 20 10 
42 Y-PQ 20 10 0 0 0 0 
43 Y-Z 0 0 40 20 0 0 
45 Y-I 20 10 0 0 0 0 
46 Y-PQ 20 10 0 0 0 0 
47 Y-I 35 25 35 25 35 25 
48 Y-Z 70 50 70 50 70 50 
49 Y-PQ 35 25 70 50 35 20 
50 Y-PQ 0 0 0 0 40 20 
51 Y-PQ 20 10 0 0 0 0 
52 Y-PQ 40 20 0 0 0 0 
53 Y-PQ 40 20 0 0 0 0 
55 Y-Z 20 10 0 0 0 0 
56 Y-PQ 0 0 20 10 0 0 
58 Y-I 0 0 20 10 0 0 
59 Y-PQ 0 0 20 10 0 0 
60 Y-PQ 20 10 0 0 0 0 
62 Y-Z 0 0 0 0 40 20 
63 Y-PQ 40 20 0 0 0 0 
64 Y-I 0 0 75 35 0 0 
65 D-Z 35 25 35 25 70 50 
66 Y-PQ 0 0 0 0 75 35 
68 Y-PQ 20 10 0 0 0 0 
69 Y-PQ 40 20 0 0 0 0 
70 Y-PQ 20 10 0 0 0 0 
71 Y-PQ 40 20 0 0 0 0 
73 Y-PQ 0 0 0 0 40 20 
74 Y-Z 0 0 0 0 40 20 
75 Y-PQ 0 0 0 0 40 20 
76 D-I 105 80 70 50 70 50 
77 Y-PQ 0 0 40 20 0 0 
79 Y-Z 40 20 0 0 0 0 
80 Y-PQ 0 0 40 20 0 0 
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Table B.8 Spot Load Data (Continued) 

Node Load Ph-1 Ph-1 Ph-2 Ph-2 Ph-3 Ph-3 
 Model kW kVAr kW kVAr kW kVAr 

82 Y-PQ 40 20 0 0 0 0 
83 Y-PQ 0 0 0 0 20 10 
84 Y-PQ 0 0 0 0 20 10 
85 Y-PQ 0 0 0 0 40 20 
86 Y-PQ 0 0 20 10 0 0 
87 Y-PQ 0 0 40 20 0 0 
88 Y-PQ 40 20 0 0 0 0 
90 Y-I 0 0 40 20 0 0 
92 Y-PQ 0 0 0 0 40 20 
94 Y-PQ 40 20 0 0 0 0 
95 Y-PQ 0 0 20 10 0 0 
96 Y-PQ 0 0 20 10 0 0 
98 Y-PQ 40 20 0 0 0 0 
99 Y-PQ 0 0 40 20 0 0 
100 Y-Z 0 0 0 0 40 20 
102 Y-PQ 0 0 0 0 20 10 
103 Y-PQ 0 0 0 0 40 20 
104 Y-PQ 0 0 0 0 40 20 
106 Y-PQ 0 0 40 20 0 0 
107 Y-PQ 0 0 40 20 0 0 
109 Y-PQ 40 20 0 0 0 0 
111 Y-PQ 20 10 0 0 0 0 
112 Y-I 20 10 0 0 0 0 
113 Y-Z 40 20 0 0 0 0 
114 Y-PQ 20 10 0 0 0 0 

Total  1420 775 915 515 1155 630 
 
Line Impedances 
Configuration 1: 

mile

j

jj

jjj

z /

0651.14615.0

4236.01580.00482.14666.0

3849.01535.05017.01560.00780.14576.0























 

mileSb /

3971.5

1645.19809.5

6982.08319.16765.5




















  

 
Configuration 2: 

mile

j

jj

jjj

z /

0780.14576.0

3849.01535.00651.14615.0

5017.01560.04236.01580.00482.14666.0























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mileSb /

6765.5

6982.03971.5

8319.11645.19809.5




















  

Configuration 3: 

mile

j

jj

jjj

z /

0482.14666.0

5017.01560.00780.14576.0

4236.01580.03849.01535.00651.14615.0























 

mileSb /

9809.5

8319.16765.5

1645.16982.03971.5




















  

Configuration 4: 

mile

j

jj

jjj

z /

0780.14576.0

5017.01560.00482.14666.0

3849.01535.04236.01580.00651.14615.0























 

mileSb /

6765.5

8319.19809.5

6982.01645.13971.5




















  

 

Configuration 5: 

mile

j

jj

jjj

z /

0651.14615.0

3849.01535.00780.14576.0

4236.01580.05017.01560.00482.14666.0























 

mileSb /

3971.5

6982.06765.5

1645.18319.19809.5




















  

 
Configuration 6: 

mile

j

jj

jjj

z /

0482.14666.0

4236.01580.00651.14615.0

5017.01560.03849.01535.00780.14576.0























 

mileSb /

9809.5

1645.13971.5

8319.16982.06765.5




















  

 
Configuration 7: 

mile

j

jj

jjj

z /

0651.14615.0

0000.00000.00000.00000.0

3849.01535.00000.00000.00780.14576.0























 

mileSb /

1704.5

0000.00000.0

0549.10000.01154.5
















 
  
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Configuration 8: 

mile

j

jj

jjj

z /

0000.00000.0

0000.00000.00651.14615.0

0000.00000.03849.01535.00780.14576.0























 

mileSb /

0000.0

0000.01704.5

0000.00549.11154.5
















 


 
 
Configuration 9: 

mile

j

jj

jjj

z /

0000.00000.0

0000.00000.00000.00000.0

0000.00000.00000.00000.03475.13292.1























 

mileSb /

0000.0

0000.00000.0

0000.00000.05193.4

















  

 
Configuration 10: 

mile

j

jj

jjj

z /

0000.00000.0

0000.00000.03475.13292.1

0000.00000.00000.00000.00000.00000.0























 

mileSb /

0000.0

0000.05193.4

0000.00000.00000.0

















  

 
Configuration 11: 

mile

j

jj

jjj

z /

3475.13292.1

0000.00000.00000.00000.0

0000.00000.00000.00000.00000.00000.0























 

mileSb /

5193.4

0000.00000.0

0000.00000.00000.0

















  

 
Configuration 12: 

mile

j

jj

jjj

z /

7521.05209.1

2775.05198.07162.05329.1

2157.04924.02775.05198.07521.05209.1























 

mileSb /

2242.67

0000.02242.67

0000.00000.02242.67


















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Appendix C IEEE 34 bus Standard Test Distribution System 
Data [164] 

Table C.1 Line Segment Data 

Node A Node B Length (ft.) Config. 
800 802 2580 300 
802 806 1730 300 
806 808 32230 300 
808 810 5804 303 
808 812 37500 300 
812 814 29730 300 
814 850 10 301 
816 818 1710 302 
816 824 10210 301 
818 820 48150 302 
820 822 13740 302 
824 826 3030 303 
824 828 840 301 
828 830 20440 301 
830 854 520 301 
832 858 4900 301 
832 888 0 XFM-1 
834 860 2020 301 
834 842 280 301 
836 840 860 301 
836 862 280 301 
842 844 1350 301 
844 846 3640 301 
846 848 530 301 
850 816 310 301 
852 832 10 301 
854 856 23330 303 
854 852 36830 301 
858 864 1620 303 
858 834 5830 301 
860 836 2680 301 
862 838 4860 304 
888 890 10560 300 
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Table C.2 Overhead Line Configurations 

Config. Phasing Phase ACSR Neutral ACSR Spacing ID 
300 BAC-N  1/0  1/0 500 
301 BAC-N #2  6/1 #2  6/1 500 
302 A-N #4  6/1 #4  6/1 510 
303 B-N #4  6/1 #4  6/1 510 
304 B-N #2  6/1 #2  6/1 510 

 
Table C.3 Transformer Data 

 kVA kV-high kV-low R - % X - % 
Substation 2500 69 - D 24.9 -Gr. W 1 8 
XFM – 1 500 24.9 - Gr.W 4.16 - Gr. W 1.9 4.08 

 
Table C.4 Spot Load Data 

Node Node Load Ph-1 Ph-1 Ph-2 Ph-2 Ph-3 
  Model kW kVAr kW kVAr kW 

860 Y-PQ 20 16 20 16 20 16 
840 Y-I 9 7 9 7 9 7 
844 Y-Z 135 105 135 105 135 105 
848 D-PQ 20 16 20 16 20 16 
890 D-I 150 75 150 75 150 75 
830 D-Z 10 5 10 5 25 10 

Total 344 224 344 224 359 229 
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Table C.5 Distributed Load Data 

Node Node Load Ph-1 Ph-1 Ph-2 Ph-2 Ph-3 Ph-3 

  Model kW kVAr kW kVAr kW kVAr 
802 806 Y-PQ 0 0 30 15 25 14 
808 810 Y-I 0 0 16 8 0 0 
818 820 Y-Z 34 17 0 0 0 0 
820 822 Y-PQ 135 70 0 0 0 0 
816 824 D-I 0 0 5 2 0 0 
824 826 Y-I 0 0 40 20 0 0 
824 828 Y-PQ 0 0 0 0 4 2 
828 830 Y-PQ 7 3 0 0 0 0 
854 856 Y-PQ 0 0 4 2 0 0 
832 858 D-Z 7 3 2 1 6 3 
858 864 Y-PQ 2 1 0 0 0 0 
858 834 D-PQ 4 2 15 8 13 7 
834 860 D-Z 16 8 20 10 110 55 
860 836 D-PQ 30 15 10 6 42 22 
836 840 D-I 18 9 22 11 0 0 
862 838 Y-PQ 0 0 28 14 0 0 
842 844 Y-PQ 9 5 0 0 0 0 
844 846 Y-PQ 0 0 25 12 20 11 
846 848 Y-PQ 0 0 23 11 0 0 

Total 262 133 240 120 220 114 
 

Table C.6 Shunt Capacitors 

Node
Ph-A 

(kVAr)
Ph-B 

(kVAr)
Ph-C 

(kVAr)
844 100 100 100 
848 150 150 150 

Total 250 250 250 
 

Table C.7 Regulator Data 

ID 
Line 

Segment 
Location Phase Bandwidth

PT 
Ratio 

Primary 
CT 

Rating 
R X 

Voltage 
Level 

1 814-850 814 ABC 2.0V 120 100 3 7.5 120 
2 9-14 9 A 2.0V 20 50 0.4 0.4 120 
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Table C.8 Regulator-1 Data 

Item Specification 
ID 1  
Line Segment 814 - 850  
Location 814  
Bandwidth 2.0 volts  
PT Ratio 120  
Primary CT Rating 100  
Phase Ph-A Ph-B Ph-C 
R  2.7 2.7 2.7 
X 1.6 1.6 1.6 
Voltage Level 122 122 122 

 
 

Table C.9 Regulator-2 Data 

Item Specification 
ID 2 
Line Segment 852 – 832 
Location 852 
Bandwidth 2.0 volts 
PT Ratio 120 
Primary CT Rating 100 
Phase Ph-A Ph-B Ph-C 
R  2.5 2.5 2.5 
X 1.5 1.5 1.5 
Voltage Level 124 124 124 

 
Line Impedances 
Configuration 300: 

mile

j

jj

jjj

z /

34711.13294.1

4591.02066.03569.13238.1

5015.02130.05779.02101.03343.13368.1























 

mileSb /

4.8880

0.62125.0979

99431.53135.3350




















  

 
Configuration 301: 

mile

j

jj

jjj

z /

1.4209  1.9219

0.5238  0.22881.428 1 1.9157

0.56910.23590.64420.23271.41151.9300























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mileSb /

4.7154

0.5951-   4.9055

0.9402-1.4364-      5.1207

















  

 
Configuration 302: 

mile

j

jj

jjj

z /

0.00.0

0.00.00.00.0

0.00.00.00.01.4855  2.7995























 

mileSb /

0.0

0.00.0

0.00.04.2251

















  

Configuration 303: 

mile

j

jj

jjj

z /

0.00.0

0.00.01.4855  2.7995

0.00.00.00.00.00.0























 

mileSb /

0.0

0.04.2251

0.00.00.0

















  

Configuration 304: 

mile

j

jj

jjj

z /

0.00.0

0.00.01.4212  1.9217

0.00.00.00.00.00.0























 

mileSb /

0.0

0.04.3637

0.00.00.0

















  

 
 

 


